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Abstract

Local end-to-end latency has been shown to reduce performance in human–computer
interactions. I further investigated this relationship in an online study with over
600 participants, using the car soccer video game Rocket League. The game poses
fundamentally different challenges compared to the aiming in first-person shooter
games that have received the majority of research focus in the past. The goal of
the study was to determine the performance loss due to added latency, as well as
how players perceive latency in the game. I also examined factors that influence the
effects of latency such as the level of skill of players, their peripheral vision, and the
graphical effect density. On a task where players have to shoot with precision and
power, latencies of 33 ms and above result in a significant loss in performance. The
effect size is greater for the higher skilled players. The graphics and peripheral vision
variables showed no interaction with latency. Additional latency of 8 ms caused a
significant increase of the perceived latency for the participants as a group. The
individual JND of participants that are at the 99.5th percentile of skill is 28 ms. The
JND of players of average skill is above 50 ms, which is the highest latency condition
in the experiment. Unfamiliar graphics settings result in a small constant increase of
perceived latency with all levels of latency. The peripheral vision does not change
perceived latency.

Zusammenfassung

Wissenschaftliche Studien zeigen, lokale Latenzen führen zu einem Leistungsverlust
in Videospielen. Ich habe dieser Verbindung weiter nachgeforscht in einer Online-
Studie mit über 600 Teilnehmern, durchgeführt in dem Autofußball-Spiel Rocket
League. Das Spiel stellt eine grundlegend andere Herausforderung dar als das Zielen
auf Gegner in Shooter-Spielen, welche bisher die größte Forschungsaufmerksamkeit
erhalten haben. Das Ziel der Studie war es zum einen den Leistungsverlust der
Spieler durch hinzugefügte Latenz zu bestimmen und zum anderen zu testen, wie
genau die Spieler Latenz wahrnehmen können. Außerdem habe ich zusätzliche
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Faktoren untersucht, bei denen ich eine Interaktion mit Latenz vermutet hatte. Die
Faktoren sind: das Können der Spieler, die unterschiedlichen Grafikeinstellungen
und das periphere Sehen. Die Teilnehmer hatten die Aufgabe den Ball mit möglichst
hoher Präzision und viel Kraft zu schießen. Bei einer Latenz von 33 ms oder mehr ist
die Leistung im Durchschnitt signifikant schlechter. Bei den besseren Teilnehmern ist
die Effektstärke von Latenz größer. Es gibt keine signifikante Interaktion zwischen
Latenz und Grafik oder dem peripheren Sehen. Die Teilnehmer demonstrieren als
Gruppe die Fähigkeit, die Minimallatenz von 8 ms signifikant von der Basiskondition
zu unterscheiden. Die differentielle Wahrnehmbarkeitsschwelle der 0.5 % besten
Spieler beträgt 28 ms. Die Schwelle eines durchschnittlichen Spielers liegt dagegen
über 50 ms. Dies war der maximal getestete Wert in der Studie. In den Abschnitten,
in denen die Teilnehmer mit Grafikeinstellungen gespielt haben, an die sie nicht
gewöhnt sind, haben sie geringfügig mehr Latenz wahrgenommen. Das periphere
Sehen hat als Faktor keinen signifikanten Unterschied hervorgerufen.
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Introduction

Gaming, with esports in specific, has been a growing market over the past years
[ WWW1]. The amount of related research has also been increasing at a rapid pace [1,
2]. Entire workshops and journals have recently been created to further the scientific
understanding of esports [3, 4]. One of the topics of analysis has been latency1.
Research has shown that it impacts player performance in games (see section 1.4).
This means low latency is especially crucial in esports, as any disadvantage could cost
players the win and attached prize money. The effect has been most documented in
aiming tasks such as those found in first-person shooters. Although a large amount
of research exists, and performance degradation with latency has been modeled in
aiming tasks, there is less work available for other types of games (see chapter 2).
One popular esports game is Rocket League (RL)2 [G1]. It gives the player control
over a car, making the controls fundamentally different from first-person shooters.
Existing models cannot be applied to such a different and complex task. I ran a
remote experiment that participants did on their own computers because an in-
person experiment with sufficient experienced players was unfeasible during the
COVID-19 pandemic. The goal of this thesis is twofold: First, I seek to reproduce
the results of Martens et al. [5] and see the impact of visual latency on performance
and perception in RL for players of different levels of expertise. Second, I try to
look for interacting effects with latency. For that purpose, I modulate the graphics
settings to see if players perceive or act differently with low or high graphics settings
in combination with latency. Furthermore, I analyze the field of view (FOV) sizes
used by the players, and test whether having more of the image in the player’s FOV
has an interaction with latency. Since the experiment is done on the participants’
own computers, I attempt to estimate the baseline latency in order to control for it
as a factor.

1Local system end-to-end delay/motion-to-photon latency (see section 1.2)
2Car soccer video game, published 2015 by Psyonix, used in the study (see section 1.1)
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Thesis Structure

Chapter 1: Foundations

The chapter Foundations contains the basic knowledge needed to fully understand
the further chapters. It covers an explanation of the chosen game Rocket League
(1.1), definition of the term latency (1.2), what game mechanics are (1.3), why
latency is important in gaming (1.4), and what the different orders of control are
(1.5).

Chapter 2: Related work

As the name of the chapter indicates, it summarizes the existing research on latency.
It is split into three aspects: measuring latency (2.1), perception of latency (2.2),
and the performance and behavior changes due to latency (2.3).

Chapter 3: Experiment methodology

The most important part of the chapter is the explanation of the research questions
that motivate the experiment (3.1). Afterwards, an illustration of why Rocket League
was the game of choice (3.2), followed by a short excerpt about the participants
that the experiment targets (3.3), and then how the experiment works start to finish
(3.4).

Chapter 4: Implementation details

The Implementation details chapter breaks down the steps that were necessary to
make the experiment possible. First, there is a long section clarifying how the latency
was estimated based on prior measurements and knowledge of the sources (4.1).
A thorough understanding of all sources of latency is required to ensure that no
significant factor is left out. The second section groups the documentation of the
other challenges that had to be overcome in order to ensure a smooth automatically
running experiment (4.2).

Chapter 5: Results

The chapter first breaks down the participants demographics, skill level, and other
relevant information (5.1). Then it states the resulting effects of the experiment
conditions on the performance of the participants (5.2) and their perception (5.3).

Chapter 6: Discussion

The following chapter elaborates on the results (6.1–6.3), contains interpretations,
and covers limitations (6.4). Lastly, there is a recommendation for software develop-
ers on how to set a latency target based on scientific evidence, along with guidelines
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that Rocket League players can use to make educated decisions regarding latency
(6.5).

Chapter 7: Conclusion and future work

The final chapter gives a summary of which goals of the study were achieved,
which weren’t. It also highlights the most significant findings and the holes in the
knowledge, where further research is necessary in order to fully understand the
implications.

Thesis Structure 3





Foundations 1
1.1 Rocket League

Rocket League (RL) [G1], published in 2015 by Psyonix, is a sports video game that
can be summarized as soccer played with cars. It is a popular esport that has been
growing ever since its inception, both in terms of viewership [ WWW2] as well as prize
money. The most recent season of the Rocket League Championship Series (RLCS
X, the biggest RL esports event) awarded more than $4.5 million prize money in
total [ WWW3]. In the past, the game has had eight world championships that required
players and allowed fans to attend in person [ WWW4]. Since the beginning of the
COVID-19 pandemic, all such events have been canceled, including the planned
RLCS X world championship [ WWW5]. Regional online events were held instead,
splitting the prize money between the regions. In the U.S., the game has many big
college esports events [ WWW6, WWW7]. According to The Esports Observer (TEO), RL is
the 7th most impactful PC game as of the first quarter of 2021 [ WWW8]. The press
has repeatedly touted the game as having the potential to become the most popular
esport in the world. The most common reasons cited are that it is easy to understand
even by non-players, and that it is not based around in-game violence, making it
accessible for people of all ages [ WWW9– WWW11].

Beyond using cars to play the game, RL differs from soccer in other ways. The
primary game mode is played with 3 players per team, although 1v1, 2v2, and 4v4
modes are also available for play. Players are not assigned to fixed positions and
can drive around freely to take any role when needed. Matches last 5 minutes plus
an infinite time golden goal overtime if the game was tied at the end of regular
time. The field is bounded by walls and a ceiling that keeps the players and the
ball inside, ensuring non-stop play until a goal is scored. This is also made possible
through the fact that there are no additional rules like offside or fouls since the
players cannot actually get injured. The cars are also unlike regular street cars.
They can jump, double jump, do directional flips, and use rocket boosters. Due to
the ability to freely tilt the car when it is in the air, the rocket boosters allow the
cars to fly via propulsion, creating fully 3-dimensional play. This is assuming that
the players are experienced enough to control their cars in these situations. Unlike
soccer simulations (e. g. FIFA 21 (2020) [G2], eFootball PES 2021 (2020) [G3]),
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Fig. 1.1.: Rocket League screenshot showing a car shooting the ball.

when the player is near the ball, there is no automated portion where the avatar
controls the ball and the player can decide whether to run with the ball or press a
button to shoot/pass. In Rocket League, the player can only control how their car
moves. The ball reacts on impact with the car, following the game’s laws of physics.
With enough practice, players are able to dribble, pass, and shoot precisely and
powerfully. However, this requires a mastery of the car’s movements, similar to how
a real soccer player would need to learn to angle and move their foot for a powerful
shot.

1.2 Latency definition

In the context of this thesis, latency (or lag/system latency/local latency/transmission
latency) refers to the delay between the user performing an action and the relating
result appearing on the screen. The term often used in research is end-to-end latency
[6, 7], or more recently, motion-to-photon latency, originating from Oculus VR [8].
The term latency will also be used when referencing just a segment of the full end-
to-end latency. An example of a segment of the total latency is the display latency,
which refers to the delay from the point where the computer outputs an image signal
until it appears on the display. In those cases, the contextual information will clarify
what is meant.

6 Chapter 1 Foundations



Audio latency and tactile latency are factors that aren’t specifically investigated in
the thesis; however, the method used to create artificial additional visual latency in
the experiment increases the other latencies by the same amount.

In the gaming sphere, latency is often referred to as input lag. The computer and
display lag are considered a part of the total input lag, despite the term specifically
referencing “inputs”. Latency is the exclusive choice in this thesis, but other terms
appear in cited works.

Network latency is introduced when games are played with other players over an
internet connection. Originally, games like Quake (1996) [G4] waited until the
server verified the inputs to display them on screen [9]. This means any network
latency will add to the local end-to-end latency. Savery et al. [10] give an overview
of other networking strategies used in video games. Lag compensation [11] is most
common in modern shooter games, as the plethora of game netcode analyses by the
YouTube channel Battle(non)sense show [ WWW12]. This strategy avoids adding local
latency. RL’s netcode works by simulating the future state of the player and game
world (dead reckoning), only requiring adjustments for the parts of the gameplay
that couldn’t be predicted [12]. Since the client has perfect information of the user’s
actions, the unpredictable part is only related to other online players, which is why
the player experiences zero additional local latency on their character. This thesis
only covers the effects of local latency.

1.3 Game mechanics

In order to win at video games, the player has to perform actions such as running,
jumping, aiming, or shooting. These actions are all classified as game mechanics.
Different games have different core mechanics that are essential to the gameplay,
although there is a large overlap between games of the same genre. Often, gamers
split the skills required for gaming into two categories: decision-making and me-
chanical ability1. Decision-making covers anything from long-term strategy to split
second decisions. Good mechanical ability is about how accurately and reliably
players execute the game actions required to actualize the decision they made.
This is very similar to common classifications in psychological literature, where
the distinction is between mental and sensory-motor skills. The two aspects are
never completely separate, but they can be assigned a priority with the following

1Mechanical ability is commonly shortened to mechanics, e. g. if a player has good mechanics, they
are good at executing the game’s mechanics.
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rule: “In sensory-motor skills the overt actions clearly form an essential part of
the performance, and without them the purpose of the activity as a whole would
disappear. In mental skills overt actions play a more incidental part, serving rather
to give expression to the skill than forming an essential part of it.” [13, p. 21].

1.4 Latency in gaming

I consider latency in gaming to be relevant in three ways:

1. player reaction time

2. player performance degradation

3. player perception of latency

The first relationship is simple. In most real-time games, players will have to react
to some sort of unpredictable behavior at some point. The reaction can only occur
after the related event is displayed on their screen, and their inputs also need to be
processed after the reaction. Thus, any extra millisecond of latency subtracts from
the available time the player has to react appropriately. In short, there is less time
for decision-making. The game is more difficult the higher the latency is.

Player performance is tied to latency beyond just reaction time. Assume a player
gets shown a target that they’re supposed to point at. Then they have to close their
eyes while they move the mouse to the target. The expected accuracy is low. With
the eyes open, the expected accuracy is much higher because the player can see the
mouse cursor and target. They can see the result of their movements on screen and
adjust based on that [14, pp. 81–82]. This is a constant loop of predict, do, observe,
adjust that will happen in any real-time game.2 The higher the latency, the further
the prediction needs to be in the future, and the later the adjust step will be, which is
especially problematic if the target is moving. In short, this hurts mechanical ability.
MacKenzie and Ware [15] first demonstrated in human–computer interaction (HCI)
that performance can degrade beyond reaction time. In their experiment, movement
time increased by more than the added latency.3

Player perception of latency is a common topic online in gaming spheres. In
communication with the community, I found many comments like “just tried it
and i instantly noticed a difference oh my god this is amazing thankyou man

2This effect does not have an impact on rapid disconnected movements below 0.3 s. There is no time
to react and adapt on movements that short.

3Further examples will be discussed in chapter 2..
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:handshake:” in response to an optimization which reduces latency by 7 ms [ WWW13].
Self-proclaimed latency enthusiasts do not accept any noticeable delay, regardless
of whether it puts them at a disadvantage. Some of them claim to notice as little
as 1 ms of extra latency. Although such feats have never been demonstrated in an
indirect input task under scientific conditions, it is clear that the enthusiasts will
react negatively to any latency that they can notice. This may lead to complaints
about “sluggish” controls, which can negatively affect the perception of the entire
game. Scientific demonstrations of such effects on non-enthusiasts are available.
Kaaresoja et al. [16] found that the quality of a button was rated poorly when
the response to the press was delayed more than 100 ms. For games in specific,
Jörg et al. [17] found increased player frustration when the controls were delayed,
without players being aware that the reason was latency. Some did call the controls
bad, however.3

Although not specifically demonstrated in games, interactions between the percep-
tion of latency and the performance degradation may exist. For example, a player
notices a degradation in performance and concludes that there must be latency. Or a
player notices latency and performs worse because they have been primed4 to think
that they will do worse.

1.5 Control order

The mouse is the most commonly used aiming device in esports games. The mouse
is an example of zero order position control, meaning the location of the mouse has a
direct correlation to the position of the cursor/reticle on the computer (as defined by
Wickens et al. [19, pp. 147–148]). With a controller, aiming is a first order control
task as the analog stick determines the velocity of the cursor.5 If the analog stick
determines the acceleration, then it is considered second order control. The naming
is based on the equations of motion where zero order: ~x(t), first order: ~x′(t) = ~v(t),
and second order: ~x′′(t) = ~a(t).

Higher order control tasks add an extra level of indirection to the control. This could
either increase or decrease the interaction with latency. The decrease hypothesis
rests mainly on the fact that in higher order control, delays already exist. The user
has to use a control strategy that performs well despite the movement delay caused
by acceleration. The strategy will presumably also work well with additional latency.

4As explained by Kahneman [18].
5Additional smoothing may exist.
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The increase hypothesis can best be described with an example. Let there be a car
along a one-dimensional track that can be moved forwards using the right arrow
key and backwards using the left arrow key. The goal is to get as close to one of
the ends of the track, which one switches at random intervals. When one of the
swaps happens, the player switches direction as fast as they can. Once there is
added latency of e. g. 100 ms, this will increase the time until the player reacts on
average by 100 ms. In this time, the car continues to move in the wrong direction.
This requires an extra 100 ms to get back to the position where the swap happened
without the delay. So in fact the player is at a 200 ms disadvantage. This would be
the case with first order control, but the issue only gets more severe with higher
order control.

Rocket League always uses higher order controls. The throttle, brake, and rocket
boosters are second order controls over the location, as the player controls the
acceleration of the car in the forward direction. The steering is zero order orientation
control of the wheels, and therefore angular velocity of the car. That would make
it a first order control over the car’s orientation, and second order control over
location. However, the wheels are limited by the game physics which means that the
actual orientation cannot change instantaneously like the input could, causing some
potential extra delay. In the air, the player has second order orientation control as
the inputs control only the angular acceleration of pitch, yaw, and roll. Second order
orientation control means third order location control. The only type of zero order
control in RL is the camera movement which the user can do additionally to the
default automated camera systems. These are important at the highest level of play
to allow players to keep a better overview of the field of play; however, there is no
precision required. The experiment in this thesis focuses solely on car control.
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Related work 2
The related work regarding latency can be split into different categories. First
there is the topic of measuring latency present in human-computer interactions, for
which there are numerous methods that were developed across the last 35 years.
Then there are the effects of latency which are relevant to gaming, as defined in
section 1.4. I cover what the available research shows about the perception of
latency in human–computer interaction and specifically games. Although there are
multiple effects on player performance, they are not separable in most tasks. Thus, I
group the influences on player performance under one section.

2.1 Measuring latency

To calibrate my experiment, I need to measure the baseline system latency. To
determine which method to use, I looked for related research, and found 37 different
sources discussing measuring methods. Since Rocket League is played with a
gamepad controller by the majority of players, the measuring method needs to be
compatible with it.

The majority of methods are related to tracking devices for virtual reality. These often
attempt to create a location or angle delta between the tracker and displayed object
by using controlled movements [20–26]. A picture is most often used to measure
the spatial delta, and since the movement is controlled, it can be used to calculate
the time delta, meaning the latency. Other methods measure the time directly by
starting the measurement when the tracker is past a set point and stopping it when
the virtual response happens [6, 27–29]. The measurement can be done with a
high-speed camera or photosensors with an oscilloscope or special measuring device.
While such methods can in theory be adapted to a controller, the movement of the
analog sticks or buttons is at most a few millimeters, requiring very high precision
for acceptable accuracy measurements.

Rather than relying on movement to visualize latency, Graves and Bradley [30]
used the electrical signals of a microphone picking up the sound of a button press
as a trigger point. Casiez et al. [31] provide another non-intrusive method using a
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vibration sensor attached to the user’s finger. Both methods have limited accuracy as
the activation point of a button press is not necessarily at the exact location where
sound and vibration is maximal. For this purpose, other methods open input devices
and attach directly to the circuitry in order to measure the exact moment where
a button is pressed, or trigger it through external means [32–35, WWW14– WWW16].
Rejhon’s [ WWW14] method wires an LED to a button so that it lights up when the
button is pressed, and uses a high-speed camera to capture measurements. The
number of frames between the LED lighting up and the screen response is used to
calculate the latency. The measurement is not free of bias since a human has to
analyze the video. High accuracy for the average latency can be achieved when using
many samples. The technique has been used in peer-reviewed research [36–39].
Schmid and Wimmer’s [35] method works by triggering the button of an input
device with a microcontroller and measuring the screen response using photodiodes.
The microcontroller has a time resolution of 4 µs, the expected error is small, and it is
easy to automate for a high sample count. My own measuring device was developed
separately but is essentially identical in function to Schmid and Wimmer’s. More
information is available in section 4.1.2.

2.2 Perception of latency

The oldest sources on the perception of latency are educated guesses on thresholds
not based on experimental research. Miller wrote in 1968, “This response should be
immediate and perceived as a part of the mechanical action induced by the operator.
Time delay: No more than 0.1 second” [40, p. 271]. Nielsen [41] is commonly
cited, and references this recommendation as well as Card et al. [42]. It also states
the 100 ms limit, based on experiments about the perceptual fusion of visual and
auditory signals less than 100 ms apart [42, 43, pp. 31–34]. However, as the original
source states, the limit may be 50 ms or possibly even lower under special conditions
[43, p. 34]. These recommendations thus stand on limited evidence, and they do
not consider indirect effects of latency that may be perceivable.

The available research shows that the perception of latency is highly dependent on
the task and input or output type. Users may not perceive latency directly in those
situations, but nevertheless, they may get a subpar experience.

First, there is the distinction between direct and indirect input, which describes the
difference between a touchscreen (direct) and mouse (indirect). Both offer zero
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order control but the finger or stylus on a touchscreen is always on top of the cursor,
while the mouse is on a different surface and the cursor moves relative to its position.
Deber et al. [44] created an experiment which was identical in all aspects but where
the cursor was projected directly underneath the finger or a wall. They found that
in a dragging task, the participants’ just-noticeable difference (JND) was on average
11 ms for the direct and 55 ms for the indirect version. When dragging an object
with latency, the cursor trails a distance behind the finger, which is clearly visible in
direct input where the cursor is then right next to the finger. In indirect input, there
is no direct reference. This effect has been demonstrated even when the direct input
is offset by 65 mm [45]. The size of the cursor plays a role in how visible the spatial
difference due to latency becomes [46].

The difference between a static and a moving task is also severe. Deber et al. [44]
also tested a flashing cursor upon a virtual button press with direct and indirect
projection. They found JNDs of 69 and 96 ms respectively. This result reveals that
latency on a button press is more difficult to detect than on movement, and the
direct input case also allows the detection of lower latencies. This result shows that
direct and indirect inputs are still different, despite no observable spatial difference.
The results from Deber et al. [44] offer a one-to-one comparison of conditions, and
approximately match other research [16, 46–48]. The 96 ms JND for a static indirect
input task matches the theoretical recommendations from the first paragraph of this
section.

Virtual reality is another environment in which direct input exists in the form of
tracking the head. When the user moves their head, the virtual view has to move
the exact same amount or the static virtual world tracked by the eye will appear to
move. Latency will cause a delay in that movement and reduce the spatial stability
of the scene. The data of multiple studies shows that the JND of latency in this
condition is similar to direct touch input results [7, 49, 50]. Ellis et al. [51] and
Adelstein et al. [52] previously reported 10 ms higher numbers. Jerald [50] also
investigated how the user is more likely to perceive latency the faster they accelerate
their head. He developed the following model which he verified in experiments.

∆t = τ + ψ

( 1
φ′′

) ∣∣∣∣ τ = 10 ms, ψ = 1 °/s 1 (2.1)

φ′′ is the peak head acceleration in °/s2. Mania et al. [49] and Ellis et al. [53] inves-
tigated what happens if the simple single object environment of the previous studies

1The values of τ and ψ were estimated from the experiments.
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is replaced by one with a background or a complex “photorealistic” scene2. The
results confirm the data from previous experiments, with no statistically significant
difference for the environment conditions.

The output type plays a role in how likely the user is to perceive latency. Using a
custom-built device with haptic feedback, a speaker, and an LED, Kaaresoja et al.
[16] determined JNDs of 52 ms for tactile responses, 80 ms for auditory responses,
and 85 ms for visual responses. Mäki-Patola and Hämäläinen [54] measured similar
audio latency perception using a Theremin3.

Professional gamers may be more sensitive to latency. A draft by Banatt et al.
[55] compared the ability of expert gamers to detect latency after pressing a button
compared to non-gamers. The experiment was done with a custom-made device with
near zero baseline latency. The result for the JND of non-gamers was 114 ms, which
is within the margin of error of what previous studies found. The gamers detected
latency on average at 48 ms, significantly lower. Unfortunately, the experiment
results required the exclusion of some datapoints due to issues with the apparatus
and chosen conditions. Although the quality of evidence is not enough to draw any
conclusions with certainty, it is still a hint that experienced gamers can perhaps
become more attuned to notice smaller latencies. If that is the case, then it draws
into question the validity of all known latency thresholds for this group that were
established with casual or non-gamers.

The research on the perception of latency in a higher order control task is limited.
Martens et al.’s [5] experiment finds that users rate perceived latency significantly
higher at 97 ms of additional latency but does not report a JND. Furthermore, they
found that additional latency of 28 ms significantly increased the participants’ rating
of perceived difficulty. This demonstrates that users can perceive the downsides of
latency without being able to attribute them to the root cause. The experiment is
very different from the simple cursor used by Deber et al. [44]. A direct comparison
is therefore not possible.

Latency can cause negative changes in perception. Kaaresoja et al. [16] and Kaare-
soja et al. [56] studied how user perception of a virtual buttons declines with a
100 ms latency increase. Participants consistently perceived buttons with increased
latency as less pleasant to use and being of lower quality. They were also less willing
to buy devices with high latency buttons. Jörg et al. [17] used a custom game and
added 150 ms of latency for one group of players. Participants in the group rated

2The complex scene shows a completely static room with a table, two chairs, a mirror, a shelf, and a
handful of decorative objects. The lighting was pre-rendered using radiosity algorithms. The listed
polygon count of 35 000 is low by today’s standards.

3Electronic instrument played with two hands.
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the controls as more difficult, were less satisfied with their own performance, and
were more often frustrated than those of the control group.

2.3 Performance and behavior changes due to latency

Performance declines when latency increases. Conklin [57] and Poulton [58, pp. 201–
202] reported on a tracking task latency experiment by Warrick performed in 1949,
which is likely to be one of the oldest experiments studying sub-100 ms latencies.
The original source [59] was not obtained but the reports are quite detailed. The
experiment involved a CRT which displays a target and a cursor which is controlled
by a subject [57]. The target gets oscillated by a function generator while the subject
attempts to stay on it as precisely as possible. For the results of the most difficult
tracking task in the experiment, Poulton [58, p. 202] reports, “The percent time on
target is reliably reduced with a time lag as short as .04 sec.” This task involved the
target moving along overlapping 0.25 and 0.05 Hz sine waves. With a simple 0.1 Hz
sine wave, the performance reduction was “reliable” at 0.08 s, while a 0.05 Hz wave
was not affected. At the highest latency of 0.32 s all waves were affected. This
experiment demonstrates that latency below 100 ms can affect performance and
hints that more difficult tasks may be more affected by latency.

To further investigate these effects, MacKenzie and Ware [15] set out to measure and
model the performance impact of latency on a pointing task with the mouse. The
experiment involved targets at different distances and sizes that the cursor had to be
moved to. This allowed them to calculate the index of difficulty (ID) in bits for every
condition via Fitts’ law [14, pp. 249–255, 60]. They measured the movement time to
target (MT), the error rate (e). In their comparison, they found a significant impact
on both variables. The movement time at 225 ms increased by 63.9 % compared
to the 8.3 ms result, and the error rate increased by 214 %. They calculated the
throughput via Fitt’s law [60], and found a reduction of 46.5 % at the highest
latency. There was also a significant impact of ID on the performance, as expected.
Lastly, there was a significant interaction between latency and task difficulty. The
performance degradation of latency increases with task difficulty. They created a
model to predict the movement time based on task difficulty (IDe

4) and latency

4IDe is the index of difficulty accounting for error.
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(LAG). A multiplicative relationship provided the best fit for the experimental data:

MT = 230 + (169 + 1.03LAG)IDe (2.2)

The experiment is one of many showing that the performance degradation of latency
increases with task difficulty [36, 61–64]. Ivkovic et al. [29] provide an exception
to this rule as the lower target speed causes a larger decrease in performance with
additional latency. This is, however, likely related to the method of scoring, which is
time on target. By just swiping left and right over the target randomly, the time on
target will already be above zero. The more latency gets added, the more difficult it
becomes to do any purposeful tracking, and it therefore approaches the score of the
random strategy. The player gets a significantly better score on the lower speed, and
therefore has more to lose. This hypothesis can perfectly explain Ivkovic et al.’s [29]
data. Time on target is not a recommended method of scoring tracking tasks [58,
pp. 46–49].

Latency can impede performance at levels below the 0.04 s mark from Warrick’s
[59] experiment [5, 48, 65–67]. Spjut et al. [66] investigate very low latencies.
They compared 12 and 20 ms as two scenarios seen in real-world optimized esports
games. They found a significant difference in median task completion time. The
median task completion time increases from 1.348 to 1.530 s (d = 0.319) with the
increased latency. This is a very noticeable disadvantage at the highest level of
competition.

Performance loss due to latency can be reduced by using compensation techniques
such as post-render warping [68–70]. This can result in virtual artifacts. An
alternative strategy is to predict inputs ahead of time [71–73]. This has the issue of
potentially causing jittery movement. Ivkovic et al. [29] investigate the option to
add performance enhancing input modifications that counterbalance the loss due to
latency.

Jittering latency was investigated by Pavlovych and Stuerzlinger [62] in a tracking
task. They found that it significantly increases the error by more than the same
value of constant latency. However, in a follow-up study, the jitter did not result in a
statistically significant increase of the error at all [63].

Increasing latency can lead to the user changing how they control virtual movements
[58, pp. 203–205, 5, 64, 74–76]. The common denominator between the studies
is that users adjust their input less often but use larger magnitudes to compensate.
Poulton [58, pp. 203–204] describes that in a tracking task with 0.18 s of latency,
the user makes corrections to the path every 0.38 s, which matches the latency plus
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reaction time (0.2 s). Friston et al. [64] demonstrate that in a pointing task (like
MacKenzie and Ware [15]) their participants move the mouse faster when latency
is increased, and then need more time to correct mistakes from overshooting the
target.

A direct comparison of zero to first order control was done by Claypool [37] in
a custom game called Puck Hunt. The game involves a puck with constant speed
bouncing inside a square area. The goal is to get the cursor on the puck and click,
which was done with both a mouse and a gamepad. The experiment involved
latencies of 50–450 ms. They found that the selection time was well approximated
by an exponential model of latency d and target speed s.

T = 2 + 0.3ed − 0.03es + 0.2edes (2.3)

It shows a steeper increase with latency than the mouse data [77]. Since the task is
overall more difficult with the gamepad, it is unclear whether the difference would
still persist in a task of equal difficulty. The effect size was not reported. Pantel and
Wolf’s [78] results of lap times in a racing game can also fit an exponential model,
although no modelling was attempted by the authors.

Martens et al.’s [5] study is the only one using second order control with a focus
on smaller latencies. This makes it the closest predecessor to the experiment in
this thesis. Based on prior work in control theory, Martens et al. argue extensively
for the hypothesis that higher order control requires lower latencies for maximum
performance, especially with large control gains. They did, however, not expect that
to necessarily mean that players perceive lower latencies. The experiment setup
involves a ball balanced on a beam. The participants’ task is to keep the ball as close
to the center as they can. This differs from other second order control tasks, in that
the beam displays the user’s zero order inputs. The baseline latency of the system
was 11 ms.

In the first round of tests each subject did trials on 0, 49, 97, and 194 ms of
added latency with two different levels of input gain. The order of conditions was
randomized. They found a significant decrease in the ability of the participants
being able to keep the ball centered on the beam. This difference was significant
for the lowest added latency of 49 ms. Performance was also affected by control
gain, but there was no interaction between the two factors. Further analysis showed
that latency cause participants to adapt their mouse movements, and additionally,
the authors note, “[ . . . ] the participants, who adapted more strongly to , tended
to show a smaller performance loss” [5, p. 9]. The control adaptation data showed
an interaction between latency and control gain. Both factors and their interaction
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also caused an increase in perceived control difficulty. Participants were also polled
about their perceived latency, which they were able to distinguish at better than
random chance for the 97 and 194 ms conditions. The discrimination was more
pronounced at the higher of the two gain settings.

In their second round of testing the conditions were simplified, using only the higher
gain and not asking the participants about perceived latency. The added latencies
were 0, 14, 28, 42, 49, and 97 ms. Performance was significantly affected at all
levels, with an effect size of d = 0.61 at 14 ms. Perceived difficulty did not pass the
significance level at 14 ms once Bonferroni correction was applied, but it did at every
level above. Similarly, control behavior changed significantly at 28 ms and higher.

In summary, the study by Martens et al. [5] shows that 14 ms latency can significantly
affect human performance in a second order control task. Latencies below this have
been insufficiently researched. Users are able to notice differences of 28 ms and
above, but were not able to attribute these changes to latency until 97 ms. There
is insufficient evidence to conclude whether latency is more or less of an issue in
higher order control tasks.
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Experiment methodology 3
3.1 Research questions

The purpose of the study is to determine the effects of induced latency on player
performance and perception in an esports video game with experienced players, and
to further the understanding of latency by investigating potential interactions. The
research is to be done with a video game that doesn’t involve aiming with a mouse,
as those are already well researched.

As a minimum, I have the goal of replicating the following findings of previous stud-
ies. I test degradation of player performance with 8.33–50.00 ms of added latency,
as well as their perception of the added latency. The evaluation of performance
is based on shot power, precision, whether the ball is scored, how many tries the
player needs to make contact with the ball, and a custom score metric. This is a
compound metric of the stats that is supposed to approximate how effective the shot
would be in an actual game (explained in section 4.2.2).

H1 Added latency degrades player performance.

H2 Players report higher values when polled about their perceived latency if
latency is added.

The difference compared to most previous esports studies is that RL doesn’t involve
a zero order control aiming task. Compared to a similar second order control study
[5], RL is an established game. I expect that the experienced players are able to
distinguish smaller latencies due to their familiarity with the game’s controls. I
expect that the best players’ performance will degrade the most with added latency,
as their mechanical ability requires great timing and accuracy.

H3 Experienced players are able to distinguish added latencies better.

H4 Experienced players’ performance degrades more with added latency.

Beyond the difference in the game, the purpose of the study is to test the following
hypotheses:

H5 The graphical effect density has an interaction with the effects of added latency.
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H6 The players’ field of view (screen size in relation to distance) has an interaction
with the effects of latency.

These are untested hypotheses that will further the understanding of latency. They
would allow players and developers to make decisions when choosing graphics
settings to partially mitigate negative effects of latency. Similarly, a different monitor
or sitting distance may be chosen if there is an interaction with latency.

The significance level for the hypotheses is α = .05.

3.2 Why was Rocket League chosen?

There were multiple reasons for why RL was chosen. The most important points
are in the list, with a detailed explanation afterwards.

Rocket League . . .

1. is popular, with a thriving esports scene and a lot of experienced players.

2. is easily moddable through BakkesMod (BM)1.

3. is not based around zero order control aiming mechanics.

4. has a high degree of mechanical difficulty.

5. is a game I am very knowledgeable about. I understand how it works on a
gameplay and technical level.

6. has a community in which I have contacts and followers, making it possible to
find many experienced participants.

1. The game’s popularity and esports scene makes it more likely that a large group
of people will participate. It is also easier to find participants who are highly
experienced in the game. Comparing players of different experience levels was one
of the goals of the study (see section 3.1).

2. Modding allows for better control in experiments, automation, and detailed data
collection that leads to better studies. I knew that this is possible in Rocket League
through a BakkesMod plugin. There is even a way for easy plugin distribution2 which
allows download and installation in a few clicks for anyone using the mod. Since the

1User created Rocket League mod with an open API to allow developers to create their own mods for
the game.

2bakkesplugins.com
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mod already has thousands of unique users daily, it makes it easy to convince players
to participate. Similar tools are not available for most other esports games. Originally,
the experiment was planned to be done at an in-person professional tournament.
Due to the COVID-19 pandemic, it was unclear when the next tournament of that
kind would happen. With time constraints in mind, it was decided to move the
experiment online. This meant it would have to be fully automated to ensure that
every player follows the same steps, making it impossible without a mod.

3. As mentioned in section 1.5, RL controls are of higher order than all the other
most popular esports. Even though controlling the car can be classified as a tracking
task, it is fundamentally different from the other games because there are more
degrees of freedom. There have been a significantly fewer studies on the effects
of latency on higher than zero order control [5]; none with esports games. This
experiment is supposed to be a step in that direction. It is relevant for racing and
flying games, and it may also be relevant for shooter games, as the player movement
in those games is either first order or second order control. Player movement is only
of secondary importance in those games. It is still often expected that players make
movements with high precision.

4. Rocket League has a lot of mechanical depth. There are many techniques that take
hundreds to thousands of hours of practice until a player can do them semi-reliably.
A player picking the game up for the first time will have trouble steering the car to a
stationary ball and shooting it into the goal. This is part of the appeal of the game,
as it expected that the high difficulty will result in it being very latency sensitive.
This is also different from any artificially created task for the purpose of latency
testing. Such a test would inherently be new to the participants, and thus, could not
be made so difficult that players need hundreds of hours of practice to learn it.

5. I am personally highly knowledgeable about Rocket League, having spent thou-
sands of hours testing, researching, and producing videos on how the game works.
The Lead Gameplay Engineer of Rocket League once said he learned a few new
things about the game from my videos [12]. The knowledge gives me a head start
in setting up experiments and knowing what to look out for. This turned out to be
especially useful when having to fully automate the experiment due to it being run
online.

6. In addition to the benefits in knowledge, my videos have allowed me to make
contacts in the community and get followers on YouTube and Twitter. This makes it
considerably easier to get a large amount of experienced players and even profes-
sionals to participate. This was one of the goals for the experiment.
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3.3 Participants

Since the experiment would have to be done online due to the COVID-19 pandemic,
I decided to let anyone participate to generate a large dataset. In order to attract
participants, I put out a video on YouTube and announcements on my social media
explaining the experiment and how to partake [ WWW17]. I personally contacted all
professional players that were following me on Twitter in order to ensure participa-
tion of players up to the highest skill level. No personal compensation was offered to
anyone. The analytics of the platforms show that the audience is 98.7 % male, and
3
4 are age 18–34 y. The vast majority of viewers are from North America and West
Europe. Due to past content being mainly about Rocket League and some about
latency, it is expected that the average viewer of the announcement is more invested
in RL and more informed about latency than the average player. The information
collected about the participants of the experiment is relayed in section 5.1.

3.4 Experiment setup

In order to answer the research questions, I set up the experiment with the inde-
pendent variables: graphical effect density, added latency, and shot. The between-
subjects variables that I consider are player skill group, the baseline latency of their
system, and the monitor being in the peripheral vision of the participant.

There are three graphics conditions. One with all the effect settings to the minimum,
one with every effect set to the maximum, and one condition with the settings
the participant usually uses. The RENDER QUALITY setting does not get changed
because it is just a render resolution setting. Anti-aliasing and motion blur are
also left unchanged, as I consider them to be about sharpness and not a graphical
effect, similar to resolution. The biggest effect differences between the minimum
and maximum graphics conditions are bloom lighting, lens flares, grass straws
extending from the ground, dynamic shadows, moving background audiences,
flashing cameras, waving flags, and weather effects in the form of moving clouds
and a shader simulating rain droplets. The map MANNFIELD (STORMY) was chosen
to ensure this density of effects. A previous study investigated the impact of graphical
complexity on perceived latency, but both conditions only tested a fully static scene
[49]. The highly dynamic effects in this experiment may make the start and ending
of a movement less obvious which I believe could negatively influence the perception
of latency. It may also be outright distracting.
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The added latency conditions are 0.00, 8.33, 16.67, 33.33, and 50.00 ms. The
minimum step size is due to technical reasons explained in section 4.2.1. The step
size is increased beyond the two minimum steps in order to cover a wider range of
latencies without creating too many conditions. The maximum of 50 ms is expected
to be enough to see effects based on prior latency studies and blind self-tests.

I designed 5 shots to cover different game situations, requiring different approaches,
and covering different difficulty levels. The shots are designed to balance two factors:
completable by less experienced players, and player skill being an important factor
in how precise and powerful the shot is scored. Due to the highly experienced
target audience, the second factor takes precedence. I consider it important because
I assume that when skill makes a large difference, latency does too. All shots
require significant steering adjustments to touch the ball, in order to ensure that
the participants cannot simply drive a straight line at the correct speed, which I
presume would be less affected by latency. In a turn, a player has to decide when
to stop the turning input based on the visual information, which is more difficult
when the player has to predict further into the future due to latency. Detailed
descriptions of each shot can be found in appendix A.1.3 There is a limit of two
touches per attempt to avoid dribbling. Allowing dribbles would change the outcome
dramatically, equalize different shots, and introduce a lot of noise if a significant
portion of the participants attempted this strategy.

The experiment follows a randomized block design with the conditions, graphics by
latency by shot. Each scenario gets repeated exactly twice 3× 10× 5. The 10 can
be thought of as each of the 5 different latency conditions existing twice. The order
in which the three graphics conditions are shown is random for each participant,
but all repetitions on the same graphics settings happen in a row. The order of the
(10) latency conditions is random but stays constant for a set of five shots, which
are also in a random order. Before the 150 shots, there is a warm-up period of 10
shots with unchanged latency and graphics. This is done to limit noise, as the first
trial of a shot will be very different from performing a shot that one knows. Of
course, further learning is to be expected across the experiment, but it isn’t easily
preventable and there are no order effects due to the complete randomization of the
condition order.

In order to partake in the online experiment, a potential participant has to download
and run the experiment on their own hardware. The experiment is an easy instal-
lation for the user. The majority of the target audience is expected to already use

3The shots can also be seen on video [ WWW18] or loaded in the game with the custom training code
CAF1-E26A-0AC0-F792.
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BakkesMod. If not, it requires the download of an installer and clicking a common
installation process. When BM is installed, plugins — such as the one for the experi-
ment — can be installed with a single click on bakkesplugins.com. To activate the
plugin, a single button press was needed. This brings up the privacy policy, which
informs the user about all the data that is being collected in the experiment and how
it is being used. If the user agrees to it, they can continue and will be loaded into
the map for the experiment.

At the beginning of the experiment the participants are instructed on what they
should be aiming for: “Your goal is to shoot into the center of the net as precisely
as possible. Power is good, but the priority should be precision.” They are also
provided information on the experiment structure.

Detailed data gets collected on every shot. This involves basic requirements to assert
which shot and scenario the player is on and checks of whether it was correctly
loaded and the status code for completion. Furthermore, there is data that allows
the assessment of how well the player performed, i. e. the location and velocity of
the ball and car, how often the player missed the ball, how many times the ball was
touched, and whether a goal was scored. Lastly, there is performance information
about the game i. e. frame time, game thread time, render thread time, and gpu time.
These are necessary to estimate the participant’s baseline end-to-end latency.

During the experiment, the participants are polled after every set of five shots. The
question displayed is, “How delayed did your inputs feel during this part of the
experiment?” (see figure 3.1) The answer is given on a scale of whole numbers
between 0 and 6 which matches the 0–6 physics ticks of delay applied during the
experiment.

Fig. 3.1.: Dialog displayed to the participants after every set of shots.
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After completing all the shots, which is expected to take around 20 minutes4, the
participant is shown a survey to provide additional information. This includes how
far the player sits from the monitor5, estimated hours of RL experience5, whether
they are a professional player, age5, and gender5. Additionally, there are questions
about the player’s hardware in order to estimate the latency on the participants
computer. When possible, the information was directly read through code. The
details are covered in sections 4.1.4 and 4.1.5. The participant can then press
“Finish”. This brings up a confirmation dialog, informing the user that their data will
be sent.

4It may take longer for a player of low skill because shots get repeated when no contact is made.
5Answering was not required
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Implementation details 4
4.1 Measuring and estimating latency in Rocket League

Since the experiment is done on the participants’ own computers, they are expe-
riencing different baseline latencies. During the experiment, additional latency
gets added to compare player performance and perception on different amounts of
latency (see section 3.4). It is expected that a participant’s performance and percep-
tion is adapted to their baseline latency. A player used to a higher baseline latency
could have learned to be better at dealing with latency in general. The opposite
effect might also be possible if there is a soft border at which latency becomes so
high that performance drops off significantly. Since the players can judge their own
performance, it could affect the perception equally. In order to control for these
potential effects, I try to figure out the participants’ baseline latencies.

Asking each of the participants to accurately measure their own latency as in
section 2.1 is not a feasible solution as it requires specialized gear or a high frame
rate camera. In order to get an estimate of players baseline latency, I take an
alternative approach. I estimate the input lag based on the participant’s monitor,
input device, frame times, and other related measures.

This section explains how the estimation of latency is done. In order to make an
accurate estimate, one has to fully understand all the sources of latency that exist
for an end-user playing the game. This is the topic of the first subsection. The
knowledge fuels the theory behind the estimation, while measurements calibrate
and validate the estimation. The subsequent subsections cover how latency was
measured, how the measurement data was used, and the math of the theory.

4.1.1 Understanding the sources of latency

There are various sources of latency when playing a video game. These can be split
into three main parts of the input-output-chain. The input device (capturing the
player’s action), the computer (handling and calculating the game state and graphics
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based on the captured input), and the monitor (displaying the graphics calculated
by the computer) [ WWW19]. Some latency is caused by the connection of the three
parts. Further subdivision of the three parts will be discussed in the subsections.

4.1.1.1 Input device

Whenever the user wants to interact with the computer, they need some kind of
input device. These devices can range from the keyboard and mouse over touchpads
and trackballs to joysticks, steering wheels, and controllers specifically created for
gaming. Rocket League displays a recommendation to use a controller when the user
starts the game for the first time on PC. A keyboard with a mouse is the alternative
default input method. Other platforms (PlayStation, Xbox, Nintendo) are only
compatible with the officially supported controllers. 89 % of the participants use a
controller. The remainder use a keyboard either with or without a mouse. I decided
to only use controllers in the estimation for the following reasons:

• The participants used numerous different keyboards and mice, which would
all have to be identified, and their individual latency measured or sourced.
77 % of the controller players used a PlayStation or Xbox controller.

• The keyboard and mouse are separate devices, which are likely to have differ-
ent amounts of latency. It is unclear how differing latencies in combination
will affect the player’s performance or perception.

• The dataset is still large without the non-controller players.

There are three different input types on a regular controller: buttons, joysticks
and triggers. Buttons can be any kind of digital switch that is either on or off, the
joysticks are 2D analog inputs that can be pushed up-down left-right, and triggers
are 1D analog inputs that measure how far the trigger is pushed.

Buttons Buttons are an input method with only 2 possible states, on (1) and off
(0). The point where a button is pushed a certain distance to switch from the off to
the on state is called the activation point [79]. There is a delay between the time
the user’s finger starts to move and the time when the activation point is reached.
This will depend on the travel distance of the button, required force, and how the
user pushes the button. The users’ behavior is impossible to account for without
additional equipment to measure the true first reaction. Because of this, I only
account for the latency that happens after the activation point is reached.
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Regular buttons make use of a digital switch. An electrical connection is made or
broken once the switch is pushed beyond the activation point, which causes a voltage
rise or drop. The signal propagates through the connection to the microcontroller
at close to the speed of light. This delay is orders of magnitude lower than the
milliseconds of total delay relevant for the experiment; therefore, it can be ignored.
The microcontroller can either detect this change through interrupt circuitry or by
manually checking the signal state at an interval (polling). With an interrupt based
approach, the microcontroller can immediately handle the change. With the polling
based method, it is possible for the electrical connection to be made right after it
was polled. When polling with a frequency of fbut, the maximum delay will be 1

fbut

(e. g. fbut = 1000 Hz, 1
fbut

= 1 ms). Since the user is unaware of this internal polling,
it is expected that on average a button press will occur uniformly random in the
interval since the last poll. The average delay therefore is 1

2fbut
.

This does not account for switch bouncing. In regular buttons, the switch from off to
on (or the other way around) is not a clean transition. The electrical contacts in the
button bounce off each other when contact is first made. After a few milliseconds, a
solid connection is made and the switch stays on continuously. If this issue is left
ignored in the design of the circuit and software, then the microcontroller will detect
multiple button presses when there was only one. This would always happen with an
interrupt based method. With polling, it may or may not happen, and the lower the
polling frequency fbut the lower the likelihood of a false positive double press. This
is insufficient, as bounces can still happen. One possible solution in the circuit is a
capacitor. A capacitor can smooth and slow down the rise and fall time of the signal.
This will cause a delay between the time the activation point is hit, and the time
the signal measurement transitions from 0 to 1. This setup can also not guarantee
that the signal only transitions from 0 to 1 once per press, as switch bouncing can
occur right as the delayed signal transitions from 0 to 1. An additional noise gate
with hysteresis is required to guarantee that such spikes do not make a difference
[80]. A double throw switch can also offer a solution. It offers two terminals; one
to the on state and one to the off state. The switch will never bounce all the way
from one terminal to the other. This allows for a switch [81]. Alternatively, it is
possible to handle bouncing issues in software. This requires some waiting until the
bouncing has subsided, and the signal is constantly on/off or a certain threshold of
on/off switches is passed. This will cause a delay on press and release. The more
certain about true change an algorithm is, the more delay there is. It is also possible
to look only for the leading edge of a press or release and immediately count that
as a press with no delay, ignoring any changes for a period in which the switch is
expected to bounce. This is more likely to work well on a button press than release,
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as shifting the finger on a pressed button may cause very short disconnections of the
electrical connection that wasn’t intended as a release by the user. Depending on
the exact type of switch, an unintended press could also happen with this method if
there are vibrations from the user shaking the controller. This is more likely if the
user already applies a low amount of force to the switch, mainly used in gaming to
lower the physical time until the button is pressed. Therefore, such a strategy would
not be robust.

Some gaming hardware manufacturers (e. g. SteelSeries, RAZER) have started using
optical switches to get rid of bouncing issues and consequently reduce latency. As of
the time of this writing, these switches are only used in their keyboard and mice,
not their controllers.

Analog sticks The analog sticks are a type of 2-axis isotonic1 thumb joystick,
installed on all official controllers of the major console platforms (PlayStation, Xbox,
Switch). They can be moved in a circular area, and as their name suggests, the
controller measures an analog signal for each axis and turns those into digital values
to send to the computer ([x, y] | x, y ∈ {8 or 16-bit int}). Functionally this works by
using a lever that is connected to two rotary potentiometers sitting perpendicular to
each other [ WWW20]. Both act as a variable voltage dividers, the voltage depending on
the angle of the lever on each axis. The voltage is measured by the microcontroller
with an analog-to-digital converter (ADC) that is either integrated or external. The
measurement only takes a few processor cycles, and is therefore fast enough to be
considered instantaneous on the millisecond-scale of total delay relevant in this
context. Joysticks based on hall effect and optical technology exist, but are not used
in commercial gaming controllers.

Similar to button polling, the analog signal gets sampled at distinct timepoints.
When sampling with a frequency of fana, the analog stick position known by the
microcontroller at any random moment may be 0 to 1

fana
old. The average delay is

1
2fana

as it is for buttons. It is also possible to define the latency in terms of distance.
If the analog stick is moved with a constant velocity, the known location at time t

will on average be [
x(t)+x(t− 1

fana
)

2 ,
y(t)+y(t− 1

fana
)

2 ]. That is exactly halfway in between
the true locations at time t and t− 1

fana
. For non-constant velocities, it can be said

that the stronger the acceleration, the larger the average spatial delay. The measured
position will on average be closer to the true position at time t− 1

fana
. The opposite

is true for deceleration, where the measured position will on average be closer to
the real position. In the latency estimation, these acceleration based differences

1sensing the angle of deflection, as opposed to isometric (sensing force) [82, pp. 106–107]
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are ignored as it is impossible to account for movement that the controller does
not capture. This can theoretically cause up to 4 ms of inaccuracy, but assuming
randomly distributed movements the average is exactly correct.

Noise in the signal is an important consideration for the design of the controller. If
the manufacturer of the device determines analog noise to be too high after trying
to minimize general electrical noise in the circuit, they may take additional steps
to reduce it specifically for the analog sticks. As mentioned in the button section,
a capacitor directly connected to the potentiometer output can smooth the signal.
The introduced delay will depend on the rise/fall time of the capacitor. There are
also specific noise reduction modes that can be used in some microcontrollers that
will purposefully shut down elements not needed for the measurement [83]. This
could potentially add an overhead and thus reduce the sample rate. One way to
reduce noise through software would be to oversample the measurements and take
the average of n samples as the signal. The delay calculations from the previous
paragraph can be simply adjusted to this change by replacing 1

fana
with n

fana
. Other

software methods of filtering, such as a Kalman filter, may add no latency or different
amounts of latency. They may also consider small movements noise, and filter those
out entirely. A player using a controller with a strongly filtered analog stick may feel
as if the game is not responding to their adjustments. This potential issue is difficult
to quantify and compare to regular delay.

Triggers Triggers are a single-axis analog input method. They are present in most
controllers in the form of a lever, but the rotation axis is often positioned in a
way that pulling the trigger feels similar to pressing a button with a long travel
distance. There are different ways manufacturers measure the trigger position. The
Thrustmaster eSwap Pro controller uses a rotary potentiometer, the Microsoft Xbox
controllers use Hall effect sensors, and Sony uses pressure sensitive buttons for their
controllers. Each of these methods does not have a significant impact on latency
and is most likely chosen for cost or reliability reasons. They all modulate an analog
voltage signal that the microcontroller can measure. The expected noise concerns
and delays of triggers are exactly the same as those of the analog sticks.

USB, microcontroller hardware and software The task of the microcontroller in the
input device is to measure signals, translate them to the desired format, and send
them to the computer. Each of these tasks requires instructions to be run by the
microcontroller. One of the limiting factors of the speed of that operation is the clock
speed of the processor. There are cheap microcontrollers available capable of running
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at over 100 MHz. This results in more than 100 000 clocks in a single millisecond.
For power saving reasons (battery powered), the clock speed of some processors
may be lowered to as low as 32 kHz in which case properly handling all inputs
within 1 ms may not be possible. Since the commercial controllers are not openly
documented, information on the chosen clock speeds isn’t publicly available.

It is more likely that purposeful waiting for issues like bouncing introduces signif-
icantly more delay than actual execution time of measurements and calculations.
Incorrect prioritization of the computing resources could also cause increases in
latency. This is a challenge for complex controllers like the DualShock 4, which has
audio capabilities that it needs to control along with the handling of inputs.

In order to send the information to the computer, the controllers used in the experi-
ment all use USB connections in wired operation. The Device Class Definition for
HID 1.11 specifies how the connection is used for input devices [84]. The biggest
consideration is the polling rate. The device itself defines the bInterval value,
which tells the computer at which frequency it should poll. It does however need
the context of the USB device speed. Low speed devices can be polled at up to
125 Hz, full speed devices at up to 1 kHz, and high speed devices at up to 8 kHz.
As mentioned in the button polling example, the average delay introduced is given
by 1

2fbut
and the worst case delay 1

fbut
. Thus 125 Hz polling can introduce in the

worst case 8 ms of input lag, while 8 kHz polling will cause at most 0.125 ms. Most
gaming mice have the ability to request USB polling at 1 kHz. For controllers, special
drivers are needed to run them out of their intended specification. All the popular
controllers used in the experiment request 250 Hz polling, increasing average latency
by 1.5 ms compared to 1 kHz. According to the spec, the controller is supposed to
send input reports through the Interrupt In pipe at the rate of polling [84]. The
controller doesn’t have to do that though, which the Xbox controllers demonstrate.
They only send up to 124 reports per second, and none if the inputs haven’t changed.
It also has to be noted that the interrupt pipe doesn’t work like a true interrupt, as it
will only be handled when the computer does the next USB poll request, and does
therefore not circumvent the delay.

Wireless operation is popular through Bluetooth, or custom wireless protocols, both
in combination with a USB dongle or an integrated chip. The signals travel through
the air insignificantly faster than through cables. Wireless connections can suffer
from lack of signal strength and interference. This can result in inputs never arriving
at the computer, which means there is extra latency until the new information
finally does arrive. Depending on the protocol, inputs completely dropping out may
be possible, and a button press might never be recorded. The impact of wireless
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technology is hard to quantify on the average input lag. As long as the protocol used
allows very low latencies, the average delay is going to be the same as on USB with
the same polling rate. There is also the possibility that it is slightly faster through
an integrated Bluetooth chip that isn’t bounded by the limits of USB. However, the
worst case delay is likely to be much higher than on cable, unless one would try to
measure in a perfectly isolated lab.

Conclusion The average latency of a controller cannot be estimated without know-
ing anything about the code running on it. However, it is possible to use external
tools to measure the latency of a controller. It is expected that equal controllers
run the same code and use the same components and therefore have the same
latency. Based on available external evidence [ WWW15, 85] and my own testing, this
assumption holds true.

4.1.1.2 Display

The display is the device which presents the visual result calculated by the computer.
It is the final part of the input-output chain. The section is only the second of three
though. The software has to account for some aspects of the monitor which is
why this order is easier to understand than a linear one. There are several ways in
which a monitor can introduce latency. Some are dependent on the specific display
technology, but not all types will be covered.

Scanout The scanout process is best described by explaining how a cathode-ray
tube (CRT) display functions. The tube creates an electron beam which gets bent
with an electromagnet and hits a phosphorus screen. The screen lights up where
the beam hits it. To turn this into a display capable of showing any image, there
is a pattern of red, green, and blue (RGB) portions, the combination of which can
create any color. The beam gets bent across the entire display from one side to the
other, and this gets repeated for every line of resolution that the display has [86].
Meanwhile, the intensity of the beam gets modulated to allow any specific raster
point (pixel) to have any brightness. This entire process happens 60 times a second
(f = 60 Hz) on a typical display. So fast that it creates the illusion of a continuous
image without flicker, despite each pixel only being lit up a fraction of the time after
the electron beam hit it.

The CRT display gets its signal over an analog connection which is exactly what
modulates the intensity of the electron beam [87]. Information cannot be transmitted
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the entire time. Whenever the beam has moved from one side to another, it will
readjust back to the first side while blanking [88, p. 122]. This is called horizontal
blanking. When the entire display area sweep is completed the same principle
happens vertically too. At the vertical blank, the monitor will send a signal back to the
device providing the image signal, which is used for the purposes of synchronization.
The use of the vertical synchronization (VSync) signal prevents the image from being
updated in the middle of scanning out, which creates a visual artifact known as
tearing [89, p. 538].

CRT displays are regarded as zero latency because they display the signal immedi-
ately. The time delay due to the signal traveling through the cables and the electrons
through the CRT is only a few nanoseconds, and therefore, negligible. When con-
sidering the scanout, CRT displays do still have inherent latency. Even though the
pixel being currently illuminated is as up-to-date as it can be, each individual pixel
has to wait 1

frr
time to get the next update. On as screen with a 60 Hz refresh rate

that is 1
60 s = 16.7 ms. So a random pixel on the display will at any moment have a

latency in the range of [0, 1
frr

) and on average 1
2frr

. That is 8.3 ms on a 60 Hz screen.
This does not account for the blanking times which are monitor dependent and will
affect the true number by less than 5 %.

Liquid crystal displays (LCDs) are the most common type of display in use today
[90]. Liquid crystals act as polarizers that can change their function depending on
the applied voltage. With the help of a second static polarizer and a backlight this
makes it possible for any liquid crystal to create any brightness in theory. In practice,
perfectly blocking all light is not possible. The crystals are organized in a matrix
with RGB filters [88, p. 122], making it possible to mix any color. In this matrix, it’s
not possible to address all pixels at the same time which is why a multiplexing is
used to apply voltages to pixels one at a time [91]. This ultimately means they are
driven in order like in a CRT and suffer from scanout latency the exact same way.
Although blanking would not be needed from a technical standpoint, the displays
still have it for intercompatibility with CRT signals [89, p. 538].

CRT displays can be driven at higher refresh rates by reducing the resolution, as
that reduces the amount of lines the beam has to trace per refresh. The total lines
drawn per second stays the same. Modern LCDs for gaming often have refresh rates
of 144 Hz (3.5 ms avg.scanout latency) at resolutions of up to 3840× 2160, and
the monitor with the fastest scanout currently available in a consumer LCD runs at
390 Hz (1.3 ms avg.). This display is likely to be faster than a CRT overall, despite
suffering from the other issues that can cause extra delays in LCDs.
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Pixel response time Liquid crystals do not change state instantaneously. A great
deal of research has gone into making the changes fast enough to be used in motion
displays at all [92]. Modern displays are able to transition between most brightness
levels fast enough to fit into a 60 Hz refresh cycle. Gaming displays are often
advertised as having 1 ms response times, which are based on 10 to 90 % transition
completion [93]. Reviews show, however, that this is only true for a portion of
the transitions and the average lies multiple milliseconds higher (e. g. this review
by O’Keeffe et al. [ WWW21]). A brightness transition from 0 to 50 takes a different
duration than one from 205 to 255 (8-bit values). That is the reason reviews test a
variety of brightness values.

The exact impact of response times on latency is not possible to put into a single
number without some loss of information. If the display is showing a ball moving
across the screen, the latency with a bright background could change compared to a
dark one. A change in the brightness of the ball also could. Even if it was possible to
quantify the average response time of a display in relation to the average content
displayed on it2, it would still not provide a solution. The issue is fundamental
to pixel responses being non-instantaneous. If the transition was stopped at 50 %
would the user still see the change? In most cases, yes. Does that mean that the
0 to 50 % response times should be used instead of 10 to 90 %? The user may still
be able to detect even a 10 % completed transition, however, human reaction times
are affected by stimulus intensity [94]. Thus, it would be expected for a display
with a 1 ms fully completed response to allow for a faster reaction than one which
has only completed 10 % in 1 ms and takes an extra 9 ms for the rest. The effects of
this continuous change on human reaction time has not been sufficiently researched
yet.

In the thesis experiment, monitor response times are disregarded because quantifying
the effects is not possible. I assume the players react quickly even to small stimuli.
The results and estimations used are for the first measurable response. More info in
section 4.1.5.

Backlight strobing Some modern LCDs have the option to strobe their backlight
as a means of reducing perceived motion blur. The details of this are not relevant
for this thesis. However, it is important to know how strobing affects response
times. The strobe is timed to happen after most pixels have completed the response
transition. Therefore, when strobing is active, small deviations in response times are

2Ideally one would also weight each object for its importance to the user, i. e. in Rocket League the
ball and cars are important but a pixel displaying a part of the background scenery is not.
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not going to affect the user’s reaction time. When the strobe occurs, the stimulus is
already at full intensity. This does make it possible to clearly define the total latency
of a monitor. Unfortunately (for the experiment), strobe modes are not used by most
gamers.

Digital processing Modern displays also introduce latency through their digital
processing chain. The digital part starts at the connection where the display uses a
DisplayPort or HDMI interface. Despite working digitally, both are able to transfer
pixel data in real-time and HDMI even has a mode to transfer the data faster than the
refresh cycle demands. This could theoretically allow a 60 Hz display to scanout an
image in 1

120 s, reducing latency, but it isn’t active in monitors right now. The latency
in digital monitors happens due to the monitor processing. A digital signal has to
be turned into an analog one to drive the pixels. In order to calculate the correct
voltages for the pixels, a gamma curve has to be used, although manufacturers may
employ additional techniques. As long as the techniques are simple transformations,
they should cause only negligible delays. Sometimes more complex transformations
(e. g. sharpening) are offered. In order to sharpen the image, the processor needs to
know local information around the area it is currently processing. For that purpose,
manufacturers may use a frame buffer which stores an entire frame, then applies the
processing, and does the scanout with delay. On a 60 Hz display, this would account
for at least 16.7 ms of latency alone. The latency is often even higher in some TVs,
which try to smooth motion by storing at least two frames and interpolating in
between those. For gaming displays, these methods are usually passed by, and if
buffering is needed, it can be limited to few pixel rows instead of the entire frame.

Adaptive vertical synchronization An LCD with Adaptive Sync3 can refresh at vary-
ing intervals. Each display has a minimum and maximum frequency. When the
display has finished a refresh cycle and there is no signal for the next refresh, the dis-
play will wait until a maximum waiting duration has expired. If at any point during
the waiting period new information gets sent to the display, it will immediately start
the scanout again. This allows the system providing the signal to determine at which
rate to refresh, rather than having to adjust to the display. If the system attempts
to refresh faster than the maximum or slower than the minimum refresh rate, it
will behave exactly like a monitor without adaptive synchronization. The benefit
for latency lie mainly in the system itself, as will be discussed in section 4.1.1.3.
Additionally though, the scanout always happens as fast as the maximum frequency

3A term used by VESA. NVIDIA: G-Sync, AMD: FreeSync
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allows, saving a bit of latency, i. e. a 48–144 Hz display being driven with 60 fps will
scan out each image in 6.9 ms.

Conclusion Similar to a controller, the latency cannot be estimated due to many
unknown factors that depend on the manufacturers choices. However, it is possible
to use external tools to measure the latency of a display. It is expected that the
equal monitors run the same code and use the same components and therefore have
the same latency. Online reviews with accurate latency measurements confirm this
assumption.

4.1.1.3 Computer

The latency in the computer can be split up into the parts of USB/wireless drivers
and OS handling the input device, the game calculating the game state changes
based on the inputs, the game rendering the visuals of what is happening in the
game, and buffers in between the steps and post rendering [ WWW19].

USB The USB hardware on the PC has to handle the polling of the input device
as explained in section 4.1.1.1. When the input device sends data, there is a
transmission time based on the size of the report. Typically, with the speeds of USB
this should not be a relevant portion of time on the scale of total latency.4 When
data is received it will be handled by drivers and the OS component, both of which
could introduce delays by running a lot of code. On Windows, these are black boxes.
There is no reason to assume that they do add a relevant amount of latency. When
measuring the total latency present in a system and subtracting all the known factors,
there was less than 1 ms left which could possibly be assumed to be caused by the
OS and drivers (see section 4.1.2).

Windows window messages In Windows, the inputs get passed on to individual
windows through messages which have to be handled by a WindowProc callback
function. Usually a game engine will handle these inputs once per frame [89,
pp. 529–531], as does Rocket League. This means that during this time, fresh inputs
may be waiting for the start of the next frame. The average wait time in this step is
therefore 1

2fframe
, and the worst case 1

fframe
. There have been reports online of overfull

message queues when running games in exclusive full screen mode [ WWW22]. The

4Plant et al. [95] measured a transmission time of 0.1 ms.
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game only gets a limited amount of messages per frame, so they start accumulating.
This can cause drops and additional delays. Attempts to replicate this issue in RL
failed.

Game engine fundamentals While some games are built from the ground up, many
modern games use a common engine that is licensed or developed in-house for
multiple games [89, pp. 31–37]. So does RL, using the Unreal Engine 3 [12]. The
engine handles the core game loop, where every frame can be subdivided into three
steps. First, the engine captures the inputs and processes different controllers to
give the developers a device independent action (tinput

5). Then the main gameplay
logic runs, which is defined by the game developer (tgame). Based on the new state
of the game world the engine renders the next frame. This involves both the CPU
(trender) and the GPU (tGPU). Once it is fully done, the frame can be presented to
the output device, and the next frame can be started. Each of the steps requires
processing time, which consequently means that the frame can only be displayed
with latency. The input handling is very simple and takes only a negligible amount
of time. The other parts will depend on the game details. In a multithreaded game
architecture the steps may be designed to be partially independent of each other
and thus the added latency ≤ tinput + tgame + trender + tGPU [96].

Game logic code For Rocket League this means handling the car input and stepping
the physics forward in time. In case the game is played online, there may be
additional steps required to send network packets and check and reconcile the state.
The graphics rendering step in Rocket League contains no extraordinary parts. The
overall processing time and therefore attributable latency of the frames is very much
dependent on the used hardware and graphics settings. It can be lower than 1 ms
for each frame on the fastest processors.

Rocket League has a factor specific to the game which can cause additional latency.
The physics of the game run at a fixed tick rate of 120 ticks per second. Since the
car’s movements themselves are tied to the physics, an update can only happen up
to 120 times a second. So when the game runs at 240 fps, the physics will only
get updated every second frame, and thus, there is a 50 % chance that there is an
additional frame of wait time until an action gets handled. The code to calculate
this additional delay is given in listing 4.1.

5tx is the time the PC needs to process x.
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1 def lag_through_ticks(frametime, vardiv=10, max_it=2001409):
2 ticktime = 1000/120 # 8.33 ms
3 lag_sum = 0
4 for i in range(0, max_it):
5 # random noise +- 1/(2*vardiv) to prevent alignment issues
6 noise = -1/(2*vardiv) + random.random()/vardiv
7 # calculate how current frame lines up with the physics ticks
8 mod = (noise + i*frametime) % ticktime
9 if mod < frametime:

10 # enough time has passed for another physics tick, so there is 0 additional
↪→ delay

11 continue
12 # calculate how long it takes until the next physics tick is generated
13 lag_sum += math.ceil((ticktime - mod) / frametime) * frametime
14
15 return lag_sum/max_it

Listing 4.1: Calculation of the average added latency caused by waiting for the next physics
tick (Python).

Pipelining and queues In order to get the maximum performance out of the CPU
and GPU, they should be able to be fully utilized at the same time. Since the GPU
needs to wait for the CPU steps before it can start its work, a pipeline is necessary to
fully utilize the GPU. That essentially means, once the CPU has calculated a frame
of gameplay logic, it won’t just do the rendering portion of the game loop, but it
will also start working on the next frame of inputs and game logic. Since the GPU
has to do the majority of the rendering work, the CPU will usually have enough
resources left to work on the next frame. As soon as the work on the new frame
begins, the inputs for that frame have to be captured and set in stone. This creates
a potential latency issue. If the render step of the pipeline takes longer than the
game logic step, there is a wait time for the frame where it cannot be rendered yet.
The frame is waiting in the render queue. The scenario can get even worse, as the
game starts working on yet another frame of gameplay logic before the previous
one has even started rendering. Therefore, a limit on the amount of pre-rendered
frames is necessary. In RL’s case this limit is two frames.6 This time, where the
frames are waiting in the render queue, is additional latency on top of the time
needed to produce the frame. So even though pipelining can increase the frame rate,
and that is beneficial to latency7, it may still increase overall latency. Purposeful
limiting of the frame rate in the right moment can therefore reduce the latency.
If the queue fills completely, the additional latency is 2

fframe
− tgame. A setting in

the Rocket League configuration files ( OneFrameThreadLag=false ) can make sure
there are never any additional frames in queue, reducing the worst case delay by
one frame at the potential cost of frame rate.

6Determined experimentally by forcing conditions that fill the render queue.
7See the paragraph on Windows window messages
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Frame buffers are the parts of the graphics memory which store the frames and
allow the monitor to read out the pixel information [89, pp. 663–664]. In the past,
some games used a technique called racing the beam in order to render the pixels
just before they get transferred to the monitor [97]. This has the advantage of not
requiring a frame buffer, which wasn’t feasible due to required amount of memory.
The entire idea of pipelines and the game loop doesn’t apply then, which allows
for very low latencies. It also has a significant disadvantage. Doing more complex
calculations is only possible once per frame as opposed to once per pixel or pixel
row. While the engine is working on rendering a frame, the buffer it is rendering
to – called back buffer – is in an unfinished state that should not be displayed [98,
p. 300]. The monitor, however, continually requires pixel data to read through the
connection. For that, there exists the front buffer which contains the newest finished
image. When an image is done rendering in the back buffer, a page flip is done
which turns the front buffer into the back buffer and vice versa. As long as the
page flip is done immediately, the latency of the buffer is already accounted for as
trender.

VSync When doing the page flip immediately, the monitor may be reading out
any portion of the frame buffer at that moment. Thus, the monitor may display
half of the previous and half of the newest frame, an artifact known as tearing [89,
pp. 663–664]. Delaying the page flip until the vertical blanking of the monitor
prevents this issue. This is known as VSync. There are two types of VSync that affect
the latency in fundamentally different ways. One uses three buffers in total, two
of which are back buffers that get rendered to continuously, while on every VSync
signal the newest finished frame gets flipped to the front buffer [89, p. 664].8 This
means that any frame, after it’s done rendering, has to wait a random time from
0 ms to 1

f . If the frame rate is synchronized with the refresh rate of the monitor,
the latency stays constant for the random value it started out at. Any deviation
will cause varying latency in the aforementioned interval. With double buffered
VSync, which is also known as regular VSync, rendering cannot continue until the
single back buffer has been emptied. Thus, if the computer is capable of generating
more frames than the refresh rate of the monitor, the game will end up filling the
render queue to the maximum. That will result in the latency increase that comes
with a full render queue. Additionally, the wait for the next VSync guarantees an
extra refresh cycle of latency regardless of how quickly the render finishes. If the
computer is producing frames at a lower rate than the monitor is capable of, the

8The method is known under the terms Fast Sync (NVIDIA) and Enhanced Sync (AMD). Sometimes it
is referred to as triple buffering, but that can also refer to a method that is functionally identical to
double buffering with an additional buffer.
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render queue does not fill. Limiting the frame rate can therefore also reduce the
latency when using VSync. The downside is uneven frame pacing, which Adaptive
Sync (see section 4.1.1.2) can prevent, along with preventing extra latency by not
having to wait for the next refresh cycle. It should be noted that the same average
latency can be achieved with a non-Adaptive Sync monitor by deactivating VSync.
This is the option that the majority of competitive gamers choose.

4.1.2 Measuring Rocket League latency

In order to estimate the latency present on a participant’s PC, calibration and
validation of the model is necessary. For this purpose, I created a measuring method
similar to Schmid and Wimmer’s [35] (cf. section 2.1). An Arduino Due set up as a
USB game controller sends inputs to the PC and also measures the final response
on the screen using a set of photodiodes in series. They are attached to two
breadboards placed in front of the screen in a cardboard box to shield off extraneous
light. The photodiodes span the entire vertical range of the screen in order to
allow the detection of a change at any point during scanout process of the display.
This minimizes the variance introduced in the measurement by the scanout of the
display, and in turn a more accurate estimate of the game’s factors. The Arduino was
also set to use 1000 Hz USB polling for the same purpose, causing at most 1 ms of
variance. The response of photodiodes is fast enough not to matter on the timescale
of milliseconds [99]. Using photodiodes in this context means that the device can
only detect simple changes in brightness. In order to measure the latency in Rocket
League, I devised a special map with a black and white background. By swiveling
the camera, the game will then switch from white to black where the photodiodes
were placed. One additional caveat regarding the camera has to be addressed. By
default, the game smoothly moves the camera across a few frames, even at the
highest sensitivity setting. By editing the memory, the value can be set one hundred
times higher than allowed in the menu, removing any delay caused by smoothing.

The exact measuring process is as follows. The Arduino stores the the start time
found by calling micros() 9, and then immediately uses the Arduino Joystick Library
[ WWW23] to send the button state. Following that, it does an analogRead(diode)
to determine the current brightness, which has to be above a minimum threshold
in order for the measurement to be considered valid. If it passes, the Arduino runs
analog measurements at a rate of about 375 kHz. The analog measurement of the

9Resolution: 4 µs
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Fig. 4.1.: Measurement setup showing the Arduino with a breadboard and display. The
controller is connected to trigger analog input. The monitor shows the custom
black and white map. The cardboard box in front of the monitor can be seen on
the right. It houses the photodiodes.

photodiodes has a significant amount of noise. When the measured value drops
below the treshold which is 250 below the starting point (12-bit ADC) – about 20 %
of the full transition – the end time gets measured, and the difference to the start is
considered the end-to-end latency.

I developed the measurement setup in 2018 [ WWW24] and compared it to Rejhon’s
[ WWW14] method using a Casio Exilim EX-FH20 1000 fps camera and a RAZER Naga
Original mouse.10 The testing device measured 1.25 ms more latency, with a 95 %
confidence interval of 1.03–1.48 ms. Of this difference 0.2 ms can be attributed to
the threshold, based on measurements of the pixel response times of the monitor by
O’Keeffe et al. [ WWW21]. Even though the apparatus uses 11 photodiodes vertically
across the screen, 1

11 of the scanout is still 0.63 ms at 144 Hz, and assuming a
randomized first response, the additional delay in the measurement will be half of
that. Since the photodiodes don’t take a perfect one pixel sample, the attributable
portion of this effect is more likely to be in the range of 0.1–0.3 ms. The remaining
difference doesn’t have a certain cause. I assume that it is caused by the human
analysis in the camera based method, the camera’s rolling shutter, and random
variance.

In the most stable scenario – which will be considered the baseline from now on –
the game runs at 1000 fps. The measurement shows an extremely low end-to-end
latency (excluding scanout) of 3.78 ms, with a standard deviation of 0.35 ms. The

10How an external input device can be used with the testing device is explained in section 4.1.4.
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same measurements were done at a multitude of graphics settings and resolutions to
create different loads. Additionally, some samples were collected using the camera
based method on the real Rocket League map used in the experiment, in order to
compare. This was all done for the next step, which uses the data to calibrate the
estimation.

4.1.3 Estimating game latency

This section shows how to put the theory together to estimate the average latency.
Collected for that purpose, were the following averages:

• frame duration (tframe)

• CPU game logic processing time (tgame)

• CPU render processing time (trender)

• GPU render processing time (tGPU)

• frame time lower bound (tcap)

I found a constant not easily attributable 0.7 ms of latency in my measurements. I
assume this to be driver or Windows related latency. The first part of the latency
that I have an estimate for is where the input has to wait to be captured by the
next frame 1

2 tframe. Then the game logic gets calculated tgame
11. The rendering is

both dependent on the CPU and GPU. There is a large overlap though, and the best
approximation was simply using tGPU for their combined time. The most difficult part
is detecting if frames are getting queued. The situation where the buffer fills is when
the GPU is the bottleneck. This was reasonably predictable based on the collected
data. When the computer isn’t reaching the set frame limit tcap and tgame < 0.95·tGPU,
the GPU is assumed to be the bottleneck. On the local computer, this rule has always
correctly identified the situation in a variety of tests at low and high resolutions and
graphics settings with different frame limits. However, when capping the frame rate
at about the limit of what the GPU can produce, then inconsistent frame times lead
to the buffer being neither full nor empty. Then, the prediction can be off by a full
frame time. Lastly, anyone running the game at above 120 fps is affected by the
latency caused by the limited physics tick rate ttick (see section 4.1.1.3).

11In the data gathered from RL, tgame includes tinput.
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Everything combined gives the equation in 2 parts:

tqueue =

(1 + OneFrameThreadLag) · tframe − tgame if tcap
tframe

< 0.98 ∧ tgame
tGPU

< 0.95

0 else

(4.1)

tPC = 0.7 ms + 0.5tframe + tgame + ttick + tGPU + tqueue (4.2)

When VSync is enabled, the formula has to be adapted. If the user doesn’t manually
cap the frame rate below the refresh rate, the buffer will fill up. Additionally, after
finishing the render, the GPU still has to wait until the next vertical blanking interval
to display the frame (as explained in section 4.1.1.3. Therefore, tqueue has to be
adapted the following way:

tv_queue = (1 + OneFrameThreadLag) · tframe − tgame + trefresh − tGPU (4.3)

If the user does use the frame limiter, the queue will only fill under the same
conditions as with VSync off. Without an adaptive sync monitor, there is still an
average waiting period of half a refresh to align the page flip with the next vertical
blank.

tvcap_queue = tqueue +

0 if Adaptive Sync

0.5trefresh else
(4.4)

tv_queue and tvcap_queue take the place of tqueue in equation (4.2) when the partici-
pant’s settings show they are on. They were listed separately to keep the equation
readable.

4.1.4 Estimating input device latency

The latency of input devices has been investigated many times in the past. The
sources which have high quality data for some of the game controllers used by the
participants are Petit [ WWW15] and Wimmer et al. [85]. However, neither testing
method involves Windows and Rocket League, which are factors that could introduce
input device dependent software latencies that the methods would not account for.
By using my own testing method, I can make sure there are no such effects, and also
test more of the controllers used by the participants.
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In order to adapt the Arduino based testing method for controllers, one change has
to be made. Instead of the Arduino acting as a game controller and sending inputs
directly to the PC, it uses the digital I/O to flip the state of a button or analog axis on
the controller to be tested. This requires opening up the controller and sometimes
soldering in order to attach wires to the internal circuits. The process is the same as
described by Petit [ WWW15] and Wimmer et al. [85]. The difference to those methods
is that the response will get measured on screen. The measurement includes all the
PC and display latency. In order to know which part of the latency is caused by the
controller, I compare the most stable baseline test to the same scenario with the
controller in the chain. The difference is caused by the controller.

Using this method, 79 % of the participants’ controllers were measured. For all
controllers also tested by Petit [ WWW15] and Wimmer et al. [85] the measurement
results are all within 0.5 ms. This validates the method and shows no signs of the
controllers behaving differently on Windows and Rocket League.

In order to determine the controller used by the participant, input device information
was read out via the hidsdi.h header [100] and listed to them in the post-experiment
survey. They were then told to pick which device they used, or note down the correct
name if it did not show up on the list. When analyzing the data post experiment,
the device and connection type was manually identified based on the product ID,
manufacturer ID, and provided name.

4.1.5 Estimating display input latency

Unlike the controllers, there were a lot more different monitors in use by the
participants. Testing them all personally is not feasible and thankfully, there are
several monitor reviewers with high quality latency data.

Similar to the process with the controllers, monitor information was read out from
the WMI Core Provider [101] and listed to the participant. If they did not see
their model, they could provide their own name. The manual identification of the
monitors was a lot more involved. Unfortunately, the information stored in the
Extended Display Identification Data (EDID) of the displays is not always unique
for some manufacturers. When identifying a singular model was impossible, the
participant’s data was not used in the dataset with latency estimation. I cannot
guarantee with certainty that no monitor was identified incorrectly. The monitor
and controller data along with their identified names are public for the purposes of
verification [ WWW25].
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Measuring latency can be done in many ways as discussed in section 2.1. Those
methods may result in different measurements, which is why those differences need
to be accounted for if any comparison is to be attempted. rtings.com, a reviewer
with a large database of monitors uses a measuring method very similar to mine
[ WWW26]. There are only two differences. The measurement is done in a custom
program instead of Rocket League, and the measurement area covers only a single
spot in the center of the screen. The former should only improve consistency and
the latter can be easily accounted for. It means that the average scanout latency
is included in the measurement, which is part of the total latency anyway. When
comparing three monitors available to my testing, they match to under 0.3 ms with
the expected results found by rtings.com. Due to having the largest high quality
sample size of monitor latencies measurements, the site was used as the primary
resource whenever a specific monitor was in their dataset.

The Leo Bodnar LagTester [ WWW27] is another testing device with very similar capabil-
ities. It does not need a computer, but it only works at 60 Hz refresh rates. rtings.com
used the device prior to creating their own, and stated that the results were within
1 ms of their new method. I found 24 monitors to compare between rtings.com
and the Leo Bodnar method. The difference between the two is at most 1.83 ms,
on average 0.51 ms, and the standard deviation is 0.72 ms. This is relatively minor,
especially considering that the majority of Leo Bodnar based results were rounded
to the nearest millisecond. For the estimation purposes, I do not assume that single
millisecond accuracy is possible, and consider this variance acceptable. The sources
for Leo Bodnar based data were displaylag.com, pcmag.com, and prad.de.

Hardware Unboxed updated their testing in 2019 to a method very similar to
rtings.com [ WWW28]. In a 22 monitor comparison with rtings.com, the difference is
at most 1.98 ms, on average 0.50 ms, and the standard deviation is 0.71 ms. I use
this source on the same criteria stated previous paragraph.

tftcentral.co.uk and pcmonitors.info use a measuring method called SMTT 2.0
[ WWW29]. The method works by displaying timer information on two monitors at
once. The timers are placed across the entire vertical range of the screen. The
difference between the two newest timers on each screen is the difference in latency
between the two monitors. This can be determined with a photo camera with a
global or fast rolling shutter. By comparing to a known display latency such as that
of a CRT, the absolute latency can be determined. Unlike the previous methods,
scanout latency has a negligible effect on the measurement. The effect of pixel
response times is dependent on the human looking at the picture of the timers. In
order to account for these differences, I used linear regression on 21 and 19 monitors
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found on both the respective sites and rtings.com. The linear regression uses the
duration of a refresh (trefresh) as the one independent variable. After correcting with
the linear regression, the deviations are at most 3.84 and 2.06 ms, on average 1.00
and 0.60 ms, and the standard deviations are 1.41 and 0.89 ms.

More sources were considered. They were disregarded either because of an intrans-
parent or inaccurate testing method.

4.1.6 Total latency estimation

The idea of the total latency estimation is very simple. It is simply given by adding
the three parts of latency together.

ttotal = tcontroller + tPC + tmonitor (4.5)

The accuracy of the estimation is expected to be limited, as shown by e. g. the
monitor alone being off by over 3 ms. There is also a recently discovered bug that
can cause 4 ms of additional latency on select controller mainboard combinations.
A firmware change in a controller or monitor happens rather infrequently but can
potentially change the latency too. The biggest inaccuracy possible would be due
to frames queuing up and the estimation not predicting this. However, in the
experiment, all participants with a frame rate below a limit had to be removed in
order for the method of added artificial latency to function correctly. This happens
to also limit the extent to which predictions may be wrong. I cannot guarantee
that there is not a single result with 15 ms of inaccuracy in the dataset. However, I
do not expect this to be common. In the large sample size, this noise is likely not
important.

In order to validate the estimation method, I reached out to participants who signed
up for a newsletter regarding the experiment. I asked them whether they had a
high frame rate camera (common in iPhones and high-end Android phones) and
were willing to help me gather extra data. The idea was to compare the estimated
latency to real measurements. The method involved them recording their screen
and controller while pressing a button. This is an inaccurate version of Rejhon’s
[ WWW14] method, as it is difficult to see when the button activates without an LED. I
analyzed the videos myself to minimize between participant bias. There were 10
volunteers, but unfortunately only three had an estimated latency in the dataset.
At first, one of the videos showed 40 ms higher than expected latency. I was able
to identify that the participant had turned on VSync since the experiment. Once
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they had disabled the setting, the estimate was off by at most 5.5± 0.9 ms. When
trying the same measuring method on my own computer, I found that I also got
4 ms less latency than my previous measurements. This means it was most likely an
inaccuracy of the measurement method. Furthermore, I asked the helpers to test at
both low and high graphics settings like in the experiment. That way the difference
between the two estimations should be the same as the difference between the two
measurements regardless of the constant error of the method. The biggest error
between the expected and measured difference was 2.8± 1.2 ms. This is not a large
enough sample size for it to accurately predict the error of the estimation, but it
demonstrated that a change like the VSync setting can be caught.

4.2 Experiment implementation

The experiment was implemented as a BakkesMod12 plugin using C++. The user
interface was created with Dear ImGui [ WWW30] as an overlay on top of the game.
Some aspects of the modding process required reverse engineered proprietary game
code and data structures. Based on prior unrelated communication, it is against
the will of the developers to have this information public. Therefore, the implemen-
tation can’t be publicized and there will only be portions of the implementation
explained.

4.2.1 Adding artificial latency

Adding artificial latency can be done at any step of the input-output chain. Since
I don’t have access to the participants monitors and controllers, it has to be done
in software. There are multiple options to introduce the delay here. Options at
the driver level of the inputs or frame buffers may be possible but unnecessarily
complicated when modding the game directly is possible.

One way to delay inputs is frame by frame; though, if the frame times are for
example 10 ms, and 15 ms of latency is supposed to be added, then neither one nor
two frames of delay would result in the desired latency. While it is possible to match
an average of 15 ms by randomly switching between one and two frames with a
50 % chance of each, this would have an impact on the distribution of the latency.
The thesis only focuses on average latency, as estimation of the exact distribution

12User created Rocket League mod with an open API to allow developers to create their own mods for
the game
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would be impossible. However, for the purposes of the added latency, which is
the most important factor analyzed in the experiment, it is preferable that it does
shift the entire distribution of possible latencies without changing it. That ensures
that any measured effect isn’t actually the effect of changing variance, but that of
changed average latency. The way to achieve this feat is through the way Rocket
League handles physics with a fixed time step. By delaying inputs by an integer
amount of physics steps, the additional delay is always constant, and the distribution
is conserved at any frame rate ≥ 120 fps. The reason for this lower bound is that
the physics simulation runs at rate of 120 steps per second. When the frame rate is
below that value, multiple physics steps will be run in a single frame and use the
same input from that frame. This might then result in no additional delay at all
or less delay than intended. Therefore, submissions had to be removed due to not
reaching the average required frame rate (see chapter 5).

The code in listing 4.2 demonstrates how the inputs get stored in a FIFO queue and re-
played when the amount of integer steps of desired latency, given by current_lat ,
is reached.

1 std::queue<ControllerInput> store;
2
3 void OnSetVehicleInput(CarWrapper caller, void* params, std::string eventName)
4 {
5 ControllerInput* input = static_cast<ControllerInput*>(params);
6 store.push(ControllerInput(*input));
7 while (store.size() > current_lat) // clears itself if it’s too full for the

↪→ setting
8 {
9 *input = store.front();

10 store.pop();
11 }
12 }

Listing 4.2: How artificial latency was added in a function that manipulates the inputs
before each physics step (C++).

4.2.2 Score evaluation

An important part of evaluating player performance is measuring how good a shot.
A single stat like distance to the goal only values a single aspect of the shot. A weak
shot would be easier to save for a defender, but this will only matter if the ball is
even shot on target. I created a compound metric called score in order to have
a better numerical estimate of how good a shot is. The first part of the equation
is simply about not touching the ball at all. During the experiment, whenever the
player does not make contact with the ball, the shot is reset in order to not have
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missing data for shot speed and accuracy. Every miss of the ball subtracts 2 points
from the score (misses). In order to give points based on the precision of the shot, I
use a variation of the actual difference of the ball (~b) to the center of the goal (~g).

distmod =

∥∥∥∥∥∥∥∥∥


1 0 0

0 1 0

0 0 0.5

(~b− ~g)
∥∥∥∥∥∥∥∥∥ (4.6)

The vertical distance is halved before calculating the magnitude of the vector. This
is done because even though the goal may be missed by shooting too high, there
is a backboard which bounces it back to the team on offense. Helped by gravity,
it often leads to beneficial situations where a goal can be scored regardless. In
order to give higher points for smaller distances, the inverse of the distance is used
and clamped to a minimum of 50 to prevent the value from going to infinity. The
minimum is an educated guess for an upper limit of what is humanly possible in
terms of precision. Anything more precise is likely just random variation. In order to
get less extreme values, the logarithm is applied. The maximum distance of 2500, at
which the addition to the score becomes 0, is 2.8 times the distance from the center
of the goal to the goal post [ WWW31]. This will be so far off that the ball is no longer
in a scorable position after bouncing off the backboard.

Fig. 4.2.: Graphic showing the size of the goal and the distance at which the score is 0.
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score =
( ∑
misses

−2
)

+ log2

( 2500
max (2500,min (distmod, 50))

)

+ goal ·
(

1 + max (0, vy − 2000)
600

)
(4.7)

The remaining factor is only active if the shot attempt results in a goal. This gives
one point by default, and additional points based on the ball velocity in the direction
of the goal (vy). There is a minimum velocity to gain points because the save for the
defender will not be any more difficult depending on whether the ball is rolling slow
or very slow.

4.2.3 Miscellaneous

Due to changing the participant’s graphics and BakkesMod settings during the exper-
iment, they have to be backed up safely prior, and restored once the experiment is
finished, aborted, or the game crashes. When starting, the settings are stored as plain
text files as to allow manual restoration of settings in case the automatic part fails.
After the files are created, there is a three-second timer before the experiment starts.
This is an extra precaution against antivirus deletions or unexpected corruption of
the files. At the end of the timer, the files get reread from disk, and using a hash
function, it is assured that they are still correct. Only then, can the experiment
actually begin safely. After the files are used to restore the settings, they get deleted.
In case of a crash during the experiment, the files will still exist when the game gets
restarted, and the settings will get restored.

In order to collect the data from the experiment, I use a virtual server in a datacenter
to maximize uptime. The server listens on one port and stores the content of every
post request in a file. At the end of the experiment, the client gathers all the relevant
data into a string buffer in the JSON format. This buffer gets encrypted using the
OpenSSL library envelope ( evp.h ) asymmetric encryption, using AES-256 for the
symmetric part of the encryption. The private key for the data is not stored on
the server or anywhere online. It is only used offline to decrypt the data after
downloading it from the server. Using the libcurl library, the client establishes an
SSL connection to the server and sends the already encrypted information in a post
request. The server stores no additional information.
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Results 5
In the period of 28th August–15th September 2020 where the experiment was open,
there were 763 successful submissions. 16 were second submissions from the same
people, and therefore removed. For the remaining 747, the monitor and controller
data was exported, manually identified, and annotated. 666 used a controller as the
input device, of which 587 were successfully identified and had available latency
data. Independently, for 352 of the participants, monitors were identified and
latency data obtained. The cross-section of valid controller and monitor data leaves
285 participants. Further 33 participants were removed for one of the following
reasons:

• The VSync method was not able to be determined. Their data showed that
VSync was not limiting the frame rate despite being activated in the settings,
which can either mean it was forced off or set to Fast/Enhanced Sync in the
driver.

• They had a monitor with an aspect ratio other than 16 : 9 or 16 : 10. It was later
determined that aspect ratio might have a significant effect on the planned
FOV tests.

• The frame rate was too low,1 which makes the method used to add artificial
latency behave differently.

• They changed the graphics settings during the experiment, despite being told
not to do so.

• They reported in the survey that they were sitting 5 and 8 m away from a small
monitor, which was assumed to be a mistake.

• They had no valid skill rating.

The valid dataset with baseline latency estimation is therefore of size 252. When
disregarding the baseline latency and monitor related FOV, the valid dataset is 635
submissions large.

1The reason is explained in section 4.2.1
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The chosen significance level is α = .05. All ± intervals and error bars reported are
95 % confidence intervals. The effect size for the ANOVA is given by η2

p, and for
pairwise comparisons Cohen’s d is reported.

5.1 Participants

The participants geometric mean age is 23 y, and the standard deviation is 5.74 y. 2
participants chose female, 3 chose other, 4 did not answer, and the remaining 246
chose male. This is not dissimilar to the analytics of the YouTube channel on which
the experiment was advertised.
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Fig. 5.1.: Histogram of the matchmaking rating (MMR) of the participants compared to the
general playerbase of the game. The MMR serves as a good approximation of the
skill of the participants.

The participants are highly experienced in Rocket League according to the self-
reported number of hours played. The geometric mean is 2000 h with a standard
deviation of 1604 h. The values lie between 100 and 9000 h. For this experience,
the participants are significantly above average in skill, achieving a mean rating
of 1455 in RL’s ranked match making (311 standard deviation). This puts the
average participant in the top 2 % of the playerbase [ WWW32]. The average player
of Rocket League is about three standard deviations below the average participant.
9 participants self-reported as professional players. In order to utilize the player
skill as a fixed factor in the repeated measures model, the variable was split into 5
groups with an MMR range of 360 each ( skill_group ). The lowest group is open
to (−∞, 900] rating and contains players up to the top 75th percentile (pctl.) of the
general playerbase, matching the average RL player’s skill. The other groups are
estimated to therefore contain only players of the following percentiles and above:
75th, 93rd, 99.5th and 99.99th. The geometric mean hours of RL experience for
each of the categories are 589, 1156, 1981, 3365, and 5939 h.
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Fig. 5.3.: Histogram of the estimated
average baseline end-to-end
latency of the participants.

The estimated baseline end-to-end latency for the participants has a geometric
mean of 33.43 ms and a standard deviation of 7.62 ms. The values range from
18.31 to 83.68 ms. The continuous variable is again converted into a fixed factor
( base_lat_group ), each grouping spanning 8.33 ms in order to match the smallest
step size of the added latency category. Latency of 43 ms and up are combined into
one group, as there are very few datapoints above. This group has a geometric mean
estimated latency of 52.17 ms.

The horizontal field of view is calculated based on monitor size and self-reported
seating distance. The participants’ geometric mean FOV is 51.31° with a standard
deviation of 15.17°. They are split into two groups ( peripheral_vision ). One
which only has the monitor within the near peripheral vision (<60°), and the other
where the edges of the monitor reach into the mid peripheral vision. This means that
the hypothesis H6 has to be narrowed as it can only be tested for the mid peripheral
vision and not the far peripheral vision.

The larger dataset without latency estimation is very similar. Regarding gender, 13
gave no answer, 6 chose other, 5 chose female, and 611 chose male. The geometric
mean age is 22 y and a standard deviation of 5.86 y. The geometric mean hours
of experience are lower at 1787 h, which is mostly due to the lowest skill group
quadrupling in size. Within the skill groups, the experience is only different for the
highest group. The geometric mean hours for the skill groups are 553, 1161, 1956,
3232, and 5524 h.
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5.2 Effects on performance

I ran a General Linear Model (GLM) repeated measures doubly multivariate
ANOVA with IBM SPSS Statistics 27 (SPSS). The response variables were score ,
dist_to_goal , shot_vel , goal_scored , ball_misses , and ball_touches .
dist_to_goal measures the distance between the ball and the center of the goal
at the point where it is closest to the goal line. The lower the distance is, the more
precise the player was. shot_vel measures the velocity of the ball at the same time
as dist_to_goal . goal_scored is 1 when the shot resulted in a goal, and 0 other-
wise. ball_misses gives the number of times the player has not made contact with
the ball, in which case the shot is restarted to avoid missing data. ball_touches
gives the number of touches the player had on the ball in the attempt. score is
a custom compound metric created to approximate how effective the shot would
be in an actual game (see section 4.2.2). The within-subjects model is graphics ,
added_lat , shot , graphics*added_lat , shot*added_lat . The graphics vari-

able has three possible values. One which uses the user’s own graphics settings, one
which turns every effect to the minimum, and one which turns every effect to the
maximum. added_lat refers to the five added latency conditions 0.00, 8.33, 16.67,
33.33, and 50.00 ms. The shot variable gives one of the five shots described in
appendix A.1. The between-subjects model is skill_group , peripheral_vision ,
base_lat_group . The variables and groupings are explained in the previous section

(5.1). All interactions of the within- and between-subjects model are automatically
included in the analysis by SPSS.

In the multivariate results, the factors base_lat_group and peripheral_vision
show no significant effects on their own, nor with any of the interactions with
the within-subjects model. Therefore, I reject hypothesis H6 for the performance
response variables. There is no evidence that the mid peripheral vision has an
interaction effect with latency on player performance. Since all effects that require
monitor data and estimated latency are not significant, the larger dataset can be
used to analyze the other factors. Significant differences to the smaller dataset will
be noted. The sample size for each of the skill groups subsequently becomes 50,
143, 303, 118, and 21.

For the multivariate results of the larger dataset, the random subject intercept has
a large effect (F (6, 625) = 136830.73, p < .001, η2

p = .999). The skill_group
also has a significant effect on the player’s performance (F (24, 2512) = 19.00, p <
.001, η2

p = .154). The within-subjects main effects are all significant (p < 0.001).2

2 graphics as a main effect and interaction is not significant in the smaller dataset (p ≥ .097).
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Their interactions with the skill_group was too (p ≤ .012). The interaction
between graphics and added_lat is not significant (F (48, 583) = .866, p = .727).
I therefore reject hypothesis H5 for the performance response of players. There
are significant interaction effects between the three main within-subjects factors
and the player skill group. The variables added_lat and shot have a significant
interaction effect, suggesting that the type of shot makes a difference in how the
player is affected by latency. All three-way interaction effects are not significant.

Post-hoc univariate analysis shows that there is a significant effect of skill_group
on every response variable tested with varying effect sizes. Pairwise comparison
using Games–Howell test shows all groups to be significantly different from one
another (p ≤ .001), except the highest two pairs on all metrics but the touches on
the ball. On this metric, the two lowest skill groups are significantly different from
the two highest groups.

The sphericity assumption is violated by shot and added_lat effects for some
response variables. It was corrected for with the Greenhouse–Geisser (G–G) correction
and Huynh–Feldt (H–F) for when ε < 0.75 [102, p. 84].

In the post-hoc univariate ANOVAs the main effect of added_lat is significant for
every response variable except ball_touches . The effect sizes η2

p are .122 for
score and .120 for shot_vel . The other variables show a smaller effect at .072

for dist_to_goal and .041 for goal_scored and ball_misses . Using Bonferroni
corrected pairwise comparisons shows that the results for the 0, 8.33, and 16.67 ms
conditions do not significantly differ for any of the response variables. At 33.33 and
50.00 ms most pairwise comparisons are statistically significant.3 In every case the
increase of latency results in a degradation of performance (cf. table 5.1), and I
consequently accept hypothesis H1.

The univariate results for the effect of shot are statistically significant for all
response variables (p < .001). There are only three pairwise Bonferroni corrected
comparisons that are not significant.3 Therefore, the different shots chosen are all
significantly different on most response variables.

The final main effect graphics is statistically significant on the response variables
ball_misses (F (2, 1260) = 13.72, p < .001, η2

p = .021) and score (F (2, 1260) =
4.54, p = .011, η2

p = .007). Pairwise Bonferroni corrected comparisons show that for
both response variables there is only a significant difference for the low graphics

3As expected, the smaller dataset has fewer comparisons with a significant difference. The trend is
the same, but the sample size is smaller.
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Response Variable Cohen’s d

33 ms 50 ms

score -.077 -.200

dist_to_goal .042 .136

shot_vel -.058 -.142

goal_scored -.029 -.105

ball_misses .058 .120

Tab. 5.1.: Effect size of added_lat
for each response vari-
able.
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Fig. 5.4.: Average score lowers with additional la-
tency. Error bars denote 95 % confidence
interval.

condition compared to the user’s default and high graphics. Players miss more at
the low graphics settings and consequently score less points (d = .035,−.018).

The interaction effects between skill_group and added_lat is significant only
for the response variable shot_vel (F (16, 2520) = 3.10, p < .001, η2

p = .019). The
differences between the skill groups getting affected by 33.33 and 50.00 ms of added
latency are shown in table 5.2 (cf. figure 5.5). The effect size of added_lat grows
with increased skill. Therefore, I accept hypothesis H4 for the response variable
shot_vel .

shot_vel

skill_group 33 ms 50 ms

p d % p d %

< 75th 1.000 -.019 -.718 .034 -.071 -2.749

75th–93rd .367 -.030 -1.051 <.001 -.110 -3.930

93rd–99.5th <.001 -.068 -2.291 <.001 -.158 -5.306

99.5th–99.99th <.001 -.076 -2.440 <.001 -.168 -5.444

> 99.99th .025 -.108 -3.390 <.001 -.211 -6.526

Tab. 5.2.: Reduction of the average shot velocity when with added latency, split by the skill
groups. Results given are the Bonferroni corrected p-values, the effect size as
Cohen’s d, and the percentage reduction compared to no added latency.

The interaction between shot and skill_group is also significant for all response
variables (p < .001). The effect sizes η2

p are largest for score , dist_to_goal , and
shot_vel : .166, .111, and .120. The biggest difference is on shot number 4, which

high ranked players are by large margins more likely to touch, score, and shoot with
high velocity. This is most evident in the compound metric score (cf. figure 5.6).
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Fig. 5.5.: Average shot velocity is more affected by added latency as the player skill increases.
Error bars denote 95 % confidence interval.
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Fig. 5.6.: Player skill has a different effect on the average score of each shot. Error bars
denote 95 % confidence interval.
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Fig. 5.7.: The two lowest skill groups miss the
ball significantly more often with
low graphics settings. There is no
significant difference for the groups
of higher skill. Error bars denote
95 % confidence interval.

There is a small but significant effect for
the interaction between graphics and
skill_group on the response variables
ball_misses (F (8, 1260) = 2.68, p =
.006, η2

p = .017) and ball_touches
(F (8, 1260) = 2.91, p = .003, η2

p = .018).
The trend shows low graphics increas-
ing misses for lower ranked players,
with the difference decreasing up un-
til the second-highest skill group (cf.
figure 5.7). The highest skill group
does not follow this trend, but when us-
ing Bonferroni corrected pairwise com-
parisons the difference is not statisti-
cally significant (p = .331, .235) unlike
the lowest two skill groups (p ≤ .015).
No trend is visible on the metric of
ball_touches .

The interaction of added_lat and shot has a significant effect on all response
variables (p ≤ .005, η2

p ≤ .011). Shot 5 is least affected by additional latency while
the other shots each show the biggest difference depending on the response variable
(cf. figure 5.8).

Response Variable Cohen’s d with 50 ms for Shot #

1 2 3 4 5

score -.238 -.376 -.220 -.194 -.070

dist_to_goal .104 .276 .220 .073 .069

shot_vel -.345 -.292 -.181 -.091 -.200

goal_scored -.153 -.207 -.234 -.031 .021

ball_misses .118 .067 .076 .246 .061

Tab. 5.3.: Effect size (Cohen’s d) varies greatly between shots, comparing 50 to 0 ms of
added latency for each response variable.
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Fig. 5.8.: The normalized score demonstrates how the shots are affected differently by
additional latency. Error bars denote 95 % confidence interval; faded for visibility.
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5.3 Effects on perception

I ran a GLM repeated measures ANOVA with SPSS. The only response vari-
able is perceived_lat which is the participant’s response between 0 and 6
on the survey displayed after every set of five shots (see figure 3.1). The
rest of the model is the same, with the exception that the dependent variable
shot does not exist. Therefore, the within-subjects model is then graphics ,
added_lat , graphics*added_lat . The between-subjects model is skill_group ,
peripheral_vision , base_lat_group . All interactions of the within and between-
subjects model are automatically included in the analysis by SPSS.

The factors base_lat_group and peripheral_vision show no significant effect
on the perception of latency on their own, nor with any of the interactions with
the within-subjects model. I consequently reject hypothesis H6 for the perception
of latency in the mid peripheral vision. Since all effects that require monitor data
and estimated latency are not significant, the larger dataset can be used to analyze
the other factors. Significant differences to the smaller dataset will be noted. The
sample size for each of the skill groups subsequently becomes 50, 143, 303, 118,
and 21.

For the between-subjects effects, the random subject intercept has a large effect
(F (1, 630) = 1860.76, p < .001, η2

p = .747). The skill_group also has a significant
effect on how players perceive latency (F (4, 630) = 16.38, p < .001, η2

p = .094).
Pairwise comparison using Games–Howell test shows all groups to be significantly
different from one another (p ≤ .049), except the lowest and highest two pairs.

The sphericity assumption was violated by all within-subjects effects. It was corrected
for with the G–G correction.

For the within-subjects effects, added_lat has a statistically significant and strong
effect on the perceived latency (F (4, 2520) = 661.79, p < .001, η2

p = .512). Thus, I
accept hypothesis H2. Players notice when latency is added. Pairwise comparisons
with Bonferroni correction show that all pairs are significantly different from one
another (p ≤ .003).4

The interaction between added_lat and skill_group is significant (F (16, 2520) =
24.77, p < .001, η2

p = .136). Pairwise comparisons with Bonferroni correction show
that while the skill groups do not differ significantly at the baseline latency, once
at least 16.67 ms of additional latency is present the two lowest skill groups give

4In the smaller dataset the 0.00, 8.33, and 16.67 ms conditions are not statistically significantly from
each other. The trend is the same, but the sample size is smaller.
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skill_group 0.00 ms 8.33 ms 16.67 ms 33.33 ms 50.00 ms

< 75th 1.027 1.080 1.050 1.517 2.023

75th–93rd 1.097 1.219 1.346 1.802 2.599

93rd–99.5th 1.191 1.263 1.465 2.075 3.154

99.5th–99.99th 1.202 1.331 1.638 2.599 3.956

> 99.99th 1.167 1.524 1.579 2.897 4.206

Total 1.137 1.283 1.416 2.178 3.188

Tab. 5.4.: Average perceived latency answers (scale 0–6) with added latency, split by skill
group.

significantly lower scores compared to the highest two cf. figure 5.9. The middle
group is also different from the lowest group. At 33.33 ms and higher, the separation
is bigger. All comparisons except the two lowest and highest pairs are significant. At
50 ms, the lowest two groups are also separatable. Therefore, I accept hypothesis
H3. Experienced players are able to distinguish added latency better.
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Fig. 5.9.: Average perceived latency increases the most with added latency for highly skilled
players. Error bars denote 95 % confidence interval.

The factor of graphics has a small but statistically significant impact on the per-
ceived latency (F (2, 1260) = 12.74, p < .001, η2

p = .020). Bonferroni corrected
pairwise comparisons show that the graphics settings users usually play with are
significantly lower than both the other options. The difference between minimum
and maximum graphics settings is not significant (p = .058).

The interaction effect graphics*added_lat is not significant (F (8, 5040) = 1.87, p =
.063, η2

p = .003). I reject hypothesis H5 for the perception of latency. There is no
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evidence that players perceive added latency differently at different graphical effect
densities.

All other interaction effects are also not significant ( graphics*skill_group ,
graphics*added_lat*skill_group ).

5.3.1 Just-noticeable difference

I calculate the JND to allow for comparisons to related works. In order to get the
JND from the collected data on a scale, I compare the choice of the participant at a
specific added latency to their choice at no added latency. If it is higher, the value is
1; if it is lower, the value is 0; if it is the same, the value is 0.5. Since every player
was subjected to every scenario twice, the possible scores are 0.00, 0.25, 0.50, 0.75,
and 1.00.

Since the experiment was only run at specific latency values, the exact 75 % JND
threshold is unknown. I use linear interpolation between the two closest measure-
ments to calculate an estimate. The average JND of the participants is approximately
38 ms.
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Fig. 5.10.: Comparing the rate of answers that was higher than the answers given at
0 ms. 50 % expected if answers are random. Highly skilled players are able
to recognize added latency much more accurately. Error bars denote 95 %
confidence interval.

64 Chapter 5 Results



Player skill has a significant effect on the perception of latency. I therefore report the
best approximation for each skill group. The lowest skill group of the participants
differentiated 50 ms of additional latency 69 % of the time. As 50 ms is the highest
condition measured, this group has an unknown JND above 50 ms. For the other
groups, the best estimates in order from low to high skill are 46, 40, 28, and 27 ms.
Based on Bonferroni corrected pairwise comparisons at each level of added latency,
the two highest rank groups show no significant difference, while all others do.

5.4 Observational results

Participants were not specifically asked to report on their experience, and since it
was not possible to directly observe them, there was no further feedback from the
majority of participants beyond the experiment data. Regardless, there were some
unprompted responses on social media and email, the main ideas of which are listed
here.

The most common topic was the perception of the latency. Participants said they
were not able to judge it as well as they may have in other situations due to the
constant switching of latency. One participant stated, “I did realize that the amount
of lag from the prior 5 shots had a significant effect on how my brain felt about the
current 5. For example, after 5 shots of very bad lag, the next 5 would seem so much
better that I’d sometimes choose "No Lag", even if I was torn between choosing that
or a "1".” The lack of a constant 0 ms reference to compare to was mentioned. Some
also related that they didn’t rate the latency as high on the scale because they “didn’t
know if it would get any worse.”

There were similar comments about the player performance, e. g., “I could get 5 out
of 5 goals completely in the center with good power with horrible input lag. But
then when I got no lag right after the car would be too fast, and I missed all of the
shots.”

Another factor that players considered a limiting factor to their ability to judge
latency was the tasks chosen. Dribbling the ball was suggested many times as a
better alternative, a task during which the car makes constant contact with the
ball. “Small and constant adjustments give you a good idea of changes in controls
[ . . . ].”
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Three people mentioned that their ability to score the five shots of the experiment
drastically improved over the 160 iterations. One suggested at least 100 shots of
warm up.

A few participants reported mild discomfort and frustration from having to play with
the additional latency. One said, “honestly i felt sick after playing with the really
high input lag.”

There was concern about the self-reported hours of play time. Steam shows hours
played for each game, but this includes any time the game is opened in the back-
ground or being used for non-playing purposes. This may vary significantly between
players. In-game statistics for RL matches played do exist, but they do not include
training time which is also experience.

One player with 30 h of experience said the test is too hard for new players. They
said they needed up to 20 tries to make contact with the ball on some shots.
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Discussion 6
6.1 Participants

Almost all participants were male and most were young adults. Prior academic
research did not show major differences between genders and age groups. More
research may be needed.

The participants were vastly above average in skill. This has to be kept in mind
when examining the average results of the experiment. They do not represent the
average RL player. The average RL player is represented in the experiment as the
lowest skill grouping, while below average players are not represented at all.

6.2 Player performance

Before discussing the results, there is a most important limitation that has to be
mentioned. The experiment was done on five shots that are supposed to be repre-
sentative of shooting skills on offense. They can never represent a player’s capability
at dribbles, saves, other mechanics, or smart decision-making. Furthermore, it is not
clear how much added latency overestimates the impact of latency in the real world,
where players get used to their latency for very long periods.

The first goal of the experiment was to replicate previous findings showing that
additional latency reduces performance in video games (H1). The results show a
clear drop in player performance at 33.33 and 50.00 ms of added latency. The effect
size is small (cf. table 5.1) compared to Martens et al. [5], however, this may at
least partially be due to the chosen task. The effect size of each of the bordering
skill groups is similar to 50 ms of added latency. Therefore, a player of the middle
skill group with 50 ms added latency gets slightly worse scores on average than
a player of the second-lowest group with no added latency. In the case of the
highest skill group, 33 ms are enough to equalize them with the second-highest
group. Considering the fact that players require about 800 and 2300 h more RL
experience in order to make up for the difference caused by latency, the effect is
anything but negligible. I assume that the small effect size is due to large amount
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of variance humans show from attempt to attempt (cf. figure 6.1). There is also a
large difference between the five shots that may play a role in this. The effect size
of added_lat on score is d = −.376 on shot 2, but it is d = −.070 on shot 5. The
most obvious difference , is that it is intended as an aerial shot for the higher skilled
players. This means they won’t be dodging, which is a highly timing dependent
mechanic. The experiment does not show a statistically significant degradation of
performance with 8.33 and 16.67 ms for any of the response variables. This may
also be a result of the variance of the task. The alternative hypothesis is based
on reports from section 5.4 (Observational results). The constant switching of
latency may reduce the participants’ performance whenever the latency changes by a
large amount, which would disproportionately reduce the score for the 0 and 50 ms
conditions. As there is no statistically significant difference, this is only a hypothesis
that is covered separately in section 6.4.
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Fig. 6.1.: Density plots of the score of individual shots show that there is large variance.
Neighboring skill groups reveal a similar offset to additional latency of 50 ms.

The next aim of the experiment was to test whether players of higher skill are
more affected by added latency (H4). The results confirm the hypothesis for the
response variable shot_vel . For the highest skill group, 50 ms of added latency
drops the shot velocity by 6.5 %, compared to 2.7 % in the lowest skill group. That,
along with the fact that higher level players are more consistent, means that the
effect size of latency is three times higher. At the highest skill level, 33 ms of added
latency hurt shot velocity by more than 2300 h of practice difference. This is not the
case for the skill group that represents the average RL player. All other response
variables showed no significant interaction between skill_group and added_lat .
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Although not significant, there is a visible reverse trend on the response variables
goal_scored and ball_misses . This is not necessarily opposed to the hypothesis,
as the same shots will be easier for the highest rank players. On shot 4, they missed
the ball on average .178 times as opposed to the .767 for the lowest skill group.
Even with additional latency, it will still be an easy task for a high ranked player to
not miss the ball, while the lower ranked players struggle and the latency is more
important. I expect that if there was a shot that the best players miss .767 times,
then they would be more affected by latency as such a shot likely requires more
precise timing than the one in the experiment. It is unclear why there is no trend
in the response variable dist_to_goal . Since score is a compound metric, it is
unsurprising that the extra misses, which are weighted heavily, cancel out the extra
shot power. Prior research either found no interaction between latency and player
skill [66, 103], or the reverse [104]. There are multiple possible reasons for this. It
can be due to the same effect that I described regarding misses. If an aim and click
task is so easy that a great player will almost always succeed on first try regardless of
latency, then a worse player’s task completion time will be more affected. It can also
be because most studies use special applications created for the experiment. The
hypothesis that players of higher skill are more affected by latency is based on the
assumption that they are deeply familiar with the environment, which allows them
to do very high precision tasks. That precision necessitates low latency. Any new
game will be unfamiliar and will feel different, especially when done in laboratory
conditions with a different input device than the player usually uses. Therefore, the
players can’t rely on this kind of precision anyway, and just the general ability to
adapt to new games and conditions will give the experienced players the upper hand
with and without added latency. Whenever no interaction was found, it can also be
due to imprecise assessment of skill (usually self-rated), small sample size, and lack
of very high skilled players. My experiment has a significantly larger sample size
than any previous study on the topic, and was able to draw comparisons between
players of the 99.99th percentile and the average player.

The final goal of the performance evaluation was to check for interactions between
graphical effect density/peripheral vision and latency. The main expectation was that
they interact in terms of perception, but this could indirectly affect the performance
response variables. No significant interaction is present in the experiment data.
These points are further elaborated upon in section 6.3.

The baseline system latency caused no statistically significant performance difference.
This is not unexpected though, as the results are already corrected for by player
skill rating. Any player that does worse at the experiment because of their baseline
latency is expected to do worse in the game’s ranked mode, and would on average
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be sorted into a lower skill group. However, the game revolves around more than
just the shooting in the experiment, and it is therefore not a given that the overall
player skill has to be affected by the same amount. The indifference may also be
in part due to the statistical power, or because with enough practice differences
in baseline latency of about 30 ms (the difference between the highest and lowest
group) are nearly nonexistent. There was no interaction between the baseline and
added latency, which allowed the analysis of the larger dataset.

The independent variable graphics shows that the participants perform worst
at the minimum graphics settings in terms of ball_misses and score , which
is dependent on the misses. This is despite the fact that minimum graphics will
result in the lowest latency. The minimum graphics in Rocket League lack dynamic
shadows, which can help with depth perception, allowing players to more accurately
assess the location of the ball. Furthermore, there is a significant interaction between
graphics and skill_group that showed only lower ranked players are negatively
affected by the minimum graphics settings. This fits with the shadow hypothesis,
as more experienced players can use, for example, the exact size of the ball on
the screen to determine the distance to the ball. A less experienced player may be
required to rely on cues that can carry over from the real world.

The results demonstrate that the type of shot greatly influences how latency as well
as player skill affects the performance. Therefore, I also expect that a different task
within the game that isn’t about shooting may be affected differently. It has to be
noted that the shots that are the most influenced by the player’s skill are not all the
most influenced by added latency. That means it cannot simply be that the response
variables are more sensitive for those shots. The disadvantages of latency that lead
to decreased performance are not the same as being less skilled at the game. These
differences also make it difficult to make an accurate estimation of how the game as
a whole is affected by latency.

Based on the within-subjects contrasts, the linear and quadratic terms of added
latency are significant for all response variables. When using regression to fit a
quadratic mode, the results fit the means for each response variable very well (all
R2

adj > .98). When calculating R2
adj with the individual datapoints, the values are all

< .007 due to the large amount of variance present between trials. The resulting
equation is: y = −2.676× 10−4x2 +3.820× 10−3x+4.037, where x is added latency
and y is the score .
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6.3 Latency perception

The first in terms of latency perception was also replication (H2). The results show
that even an increase of 8.33 ms can cause a significant increase in perceived latency.
The difference is very small, but in a group of many players, the difference can
become visible. As a game developer, that means that even a small trade-off in
latency has to be well considered, as the game’s community may notice it. Compared
to Martens et al. [5], players notice significantly less latency. Their results stated
that at an additional latency of 97 ms, participants chose a higher score 59 % of the
time. That is the equivalent percentage to my experiment with an additional 20 ms.
Even the skill group that represents the average player reaches that percentage with
33 ms. One of the likely reasons for this difference was already hypothesized by
Ellis et al. [53] to explain significant differences in latency perception. Knowledge
of what latency looks and feels like is very important when trying to identify it.
Most participants of my experiment are expected to have pre-existing knowledge
about latency as explained in section 3.3. Martens et al. [5] also tracked perceived
difficulty of the task, which can serve as a comparison. The perceived difficulty rose
significantly with as little as 28 ms but the effect size is still slightly smaller than the
perceived latency in my experiment.

The second goal of the experiment was to test if higher skill played players are better
at perceiving latency (H3). The data shows a very clear difference between the
average RL player and the 99.99th percentile. The average player was not able to
notice 8 and 17 ms of additional latency at all. At 33 and 50 ms the effect size of
added_lat on the perceived latency is almost 4 times higher for the highest skill
group. The highest skill group rated an additional 50 ms of latency on average 3
points higher than no additional latency, and therefore correctly identified it 94 %
of the time. The relative effect size difference exceeds the relative score difference,
which shows that higher rated players were not just more annoyed1 by the same
amount of latency, but they also gave less random answers. The idea of experience
playing a role in the ability to judge latency is neither novel [53, 55], nor will it be
surprising to most; however, I don’t believe it has been documented to this level of
different groups and sample size. Furthermore, the players of the lowest skill group
had a median RL play time of 600 h. They cannot be classified as beginners at all as
they are average players of the game that are capable of precisely navigating their
car at high speeds. This is quantified by the average players scoring a shot 50 %
of the time, that a new player missed 20 times in a row (reported in section 5.4).

1The questionnaire displayed the annotation “Terrible lag” underneath the highest point options (see
figure 3.1).
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When considering that the average participant is likely more informed about latency
than the average gamer, the difference to professional players may be even larger in
practice. Comparing once more to the perceived difficulty of Martens et al. [5], the
effect sizes match with the skill group that makes up the 75th–93rd percentile of
RL players. There is however a big difference. The effect size values of perception
in the RL experiment greatly exceed those of performance by a factor of 2–4, while
Martens et al. found slightly lower effect sizes than the performance. And in my
case, players were able to perceive increased latency even when they performed
(insignificantly) better with it. This shows that the participants do not all just use
the perceived difficulty to differentiate between the scenarios. The two measures
can’t be considered equal.

Skill group
percentile

Cohen’s d vs. 0 ms

8.33 ms 16.67 ms 33.33 ms 50.00 ms

< 75th 0.041 0.017 0.338 0.635

75th–93rd 0.099 0.197 0.527 1.018

93rd–99.5th 0.058 0.213 0.633 1.303

99.5th–99.99th 0.102 0.329 1.007 1.970

> 99.99th 0.273 0.316 1.212 2.281

Total 0.081 0.216 0.663 1.280

Tab. 6.1.: Average perceived latency answers with added latency, split by skill group.

I calculated the JND in order to compare the perception to other related work. Even
though the measurements end at 50 ms, the data shows that for the lowest skill
group the JND approximately matches the 55 ms Deber et al. [44] found for an
indirect dragging task. Rocket League constitutes an indirect second order control
task. In order to confirm that the input type does not change the outcome, a direct
replication of Deber et al.’s experiment with a controller would be needed. The
JND highlights again the huge difference between the skill groups. The best players
are able to notice half the latency of the average player which already has 600 h of
experience. Even the group with a geometric mean experience of 1981 h only has a
JND of 40 ms in the experiment, 12 ms more than the group with barely over 1300 h
more experience. The top 1 % players of RL have a latency JND of 28 ms, which is
substantially lower than any other indirect input task I have found in related work.

These results bring into question any sort of latency perception threshold established
in previous literature. While the results for the average participant in those experi-
ments are valid, imposing a design choice based on a loose threshold may negatively
affect not just gamers but also power users. In this experiment, the player skill is
not perfectly controlled for and causation cannot be asserted. While I do control for
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baseline latency, graphics settings, and monitor FOV, there may be other factors in
which the groups differ. Age and hours of experience were correlated with the skill
of players. Therefore, I ran extra ANOVAs to see whether the factors interact with
the latency more than skill group does. As this was not part of the planned analysis,
it may be seen as torturing the data, which is why it is not part of the results chapter.
Neither age nor hours showed an interaction with added_lat . However, players
with more hours generally gave higher answers, regardless of the current latency.

One more goal of the experiment was the investigation of the graphical effect density
in combination with latency (H5). The participants do not perceive additional
latency significantly different at different graphics settings. This is the same result
as Mania et al. [49]. However, the graphics settings are not without any effect. They
act like a fixed factor. The difference between minimum and maximum graphics
settings is not statistically significant and is also expected as the higher graphics do
result in a slight increase in latency on average. The difference between the user’s
own graphics settings and the others is most likely due to the user being familiar
with the exact look and latency. The participants rate the perceived latency of their
own settings lower on average, despite the minimum graphics resulting in either the
same or lower latency.

The final aim of the study was to compare the role of peripheral vision in latency
perception (H6). Due to the typical monitor size to distance ratio, the far peripheral
vision was not investigated. This may be relevant for virtual reality. I found no
statistically significant effect of the player FOV on the perception of latency. The
hypothesis may still be true in other games. In Rocket League, the camera is focused
onto the ball. While there is an alternative camera mode, it is the less commonly
used, and the majority of the datapoints will have stayed in the ball focus mode.
When a player starts a turn or stops it, the movement in the player’s peripheral
vision will not drastically change as it would when the camera is directly attached
to the turning. Shooter games, where the player directly controls the camera, will
show more abrupt movement changes in the peripheral vision. Thus, they should be
considered as a test before concluding that the peripheral vision cannot aid in the
detection of latency.

When looking at the within-subjects contrasts, added latency has a significant linear
and quadratic term. Using regression to fit a quadratic equation results in an
R2

adj > .999 for the means, and R2
adj = .200 for the individual datapoints. When

splitting the dataset by skill groups, all of them fit a quadratic equation. The values
are listed in table 6.2. The non-linear response could be related to the fact that
player performance follows the same shape.
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skill_group Model

Intercept x x2 R2
adj

< 75th 1.023 -1.036E-03 4.271E-04 .0614

75th–93rd 1.116 5.075E-03 4.881E-04 .1265

93rd–99.5th 1.195 2.785E-03 7.255E-04 .2056

99.5th–99.99th 1.183 1.392E-02 8.347E-04 .3587

> 99.99th 1.175 2.217E-02 7.824E-04 .3875

Tab. 6.2.: Quadratic model factors for perceived latency.

6.4 Observational results

Multiple times players stated that they were not able to judge the latency as well as
they would have been able to if the experiment had a different design. Many past
latency studies with the focus of finding perception thresholds use forced choice
comparison, where the player gets shown in random order the baseline scenario and
the added latency one to compare it to. This direct comparison always allows the
user to have a reference, and they can always choose one clear winner. I do expect
that this will lead to lower JND measured in an experiment, but it’s impossible to
predict how much. One of the primary goals of the experiment was to measure
player performance in a structured, unlikely to be exploited manner. The perception
survey was built afterwards. A similar criticism was uttered about the chosen task.
The shots are the best way for a predictable performance measurement. Dribbling
has a crossover point where a player can become so good at it that they will be able
to keep the ball up for hours. While it would be possible to deduct score for when
the ball isn’t perfectly centered above the car, this sort of task will have nothing in
common with real games of Rocket League. A dribbling task where the player has
to navigate a certain route has the opposite problem. The average player would
not be able to complete it. I was aware of the limitations of the chosen tasks. It is
unknown how different tasks in the same game with unchanging controls may affect
the perception. If the focus was solely on perception of latency, the experiment
would have certainly been better designed another way. Splitting the experiment
into two different parts was not done because this would increase the length of the
experiment and likely decrease participation.

Some participants said their performance was affected by the constant switching
between latencies. Specifically, that going from high to low latency supposedly
made the task a lot more difficult than just staying at the high latency. The data
does show that participants did better with 8.33 ms of added latency on all metrics
but shot_vel . On dist_to_goal and goal_scored , even the 16.67 ms condition
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had a better outcome than the baseline. However, all of these differences are not
statistically significant when performing Bonferroni corrected pairwise comparisons.
In order to further investigate the claim, I ran a separate analysis in R that wasn’t
possible within the GLM repeated measures doubly multivariate ANOVA. I used a
linear mixed model and added the new factors, scenario_it — denoting which of
the five shots per scenario (set of five shots) the participant got in which order —
and lat_difference — the difference in latency between the current and previous
scenario. When using the full interaction model of the two factors, the ANOVA
determined them not significant. When using only scenario_it , it does reach
significance (p = .017). The result shows that on the first shot of any scenario the
participants perform worse (cf. figure 6.2), which could be due to the change in
latency but also because their flow has been disrupted by the latency perception
dialog window. I removed all the first shots of every scenario and observed no
change at all in the trend of performance with added latency. Even when using only
the last of the five shots of each scenario, the trend stays the same. While this does
not prove that no such adverse effects exist, it means that if they do, five shots are
not enough to adjust to latency.

1 2 3 4 5
3.80

3.85

3.90

3.95

4

scenario_it

sc
or

e

Fig. 6.2.: The first shot in every set of five
shots has lower performance.

Looking at the issue from a theoretical
point of view, I assume for now that
the changing latency does cause a shift
in results. The average added latency
throughout the experiment is 21.67 ms.
If the players adapt their overall play to
that, then any deviation from that figure
will decrease performance. Then I did
regression with the terms added_lat +∣∣∣ added_lat − 21.67

∣∣∣, which gives R2
adj

values almost identical to those with the
polynomial model. With this model, it
is possible to correct the data or sim-
ply ignore the second term and use the
model to predict the assumed true im-
pact of latency. The corrected score is
then highest at the lowest latency condition as one would expect (cf. figure 6.3).
This may be a better assumption of the true impact of additional latency. However,
since the original results at 0.00–16.67 ms did not differ significantly from each
other, there is no scientific reason to use this more complex model over the standard
one. It is built on multiple assumptions. One more issue that the correction does
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not account for is that the player would also be expected to start out with a strategy
that works at the baseline latency they usually play at, and then over the course of
the experiment adapt until they have an optimal average strategy for the average
latency. The adaptation may not even be completed by the end of the experiment.
It remains a hypothesis for now that might be worth considering in future work.
Experiments don’t usually have the luxury of giving participants a very long time
to adjust to every condition if more than a handful of scenarios are to be tested. A
direct comparison between short and long adjustment times on the same task may
also provide more insights into the relevance of baseline latency. Pavlovych and
Stuerzlinger [62] and Friston et al. [64] had similar trends in their data, while most
other studies found a near linear reduction of performance at these latency levels.
One of Friston et al.’s hypotheses for the trend was that participants are more used
to higher latency than what they had in the baseline laboratory setup. This cannot
be true in my experiment, as the participants were playing on their own setup with
the baseline latency that they are used to.
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Fig. 6.3.: The quadratic model fits the data equally well as the one using the distance
from the mean added_lat . The third graph displays what the alternative model
predicts if the participants had ample time to adapt to the latency. Shading
denotes 95 % confidence interval.

6.5 Recommendations

My results show that prescribing a one-size-fits-all latency recommendation may be
harmful. If a developer takes a commonly cited recommendation, such as the 100 ms
figure by Nielsen [41], and concludes that optimization beyond this mark provides

76 Chapter 6 Discussion



no benefit, they end up making multiple fallacies. First, the academic research
as a whole shows that latency affects both the perception and performance very
differently depending on the task and input type (see chapter 2). This thesis shows
that even tasks that seem similar are affected by a significantly different margin.
Furthermore, the experiment reveals that experts of the 99th percentile are vastly
more affected by latency, especially in terms of perception. The average Rocket
League player tolerates more than twice the latency that an expert does. These
groups have a geometric mean lifetime experience of 550 and 3200 h in the game.
While it is unclear whether this difference is as severe for all kinds of tasks, I do not
have any reasons to believe that Rocket League would be entirely different. Thus, if
a developer wants to have a latency target to aim for, I recommend the following
process:

1. Determine the level of user impact in terms of performance (e. g. 5 % accuracy)
and perception (e. g. 50 % detection or 1 extra point on a 5 point scale) that
you deem acceptable.

2a. Find latency research which has tested a task very similar to those the user
needs to perform in the application or game, or

2b. set up a dummy application and run an experiment with the desired tasks.

3. Cut the determined latency time from the previous step in half to account for
expert users that are more attuned to the latency.

4. Subtract at least 6 ms to account for a very fast input device and monitor.2

The developer still needs to take into account factors like the operating system’s
composition manager and VSync to stay within the determined end-to-end latency
target.

For Rocket League players, I provide guidelines of what to keep in mind when
optimizing for latency. While lower latency is better in general, one has to balance
the costs with the benefits. The benefits of small latency improvements on perfor-
mance are minor, even if one assumes the adjusted model (see section 6.4). Having
lower latency is also not equivalent to being a player of higher skill. I do not have
information on how other aspects of the game like dribbling and defending are
affected. These are the costs to keep in mind:

2The more a user cares about latency, the more likely they are to get fast hardware. Therefore, there
is generally no need to hit the latency target for the users with slow hardware. Accounting for
higher latency devices makes sense when the hardware is known, such as the official controller on
a console.
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• cost of hardware, such as a more expensive monitor, input device, CPU, and
GPU

– If one is playing for prize money of $10 000, then spending $100 on
hardware has to provide a 1 % increased chance of winning to break
even.

– If the prize money is $1 million, then anything above a 0.01 % chance to
win is worth $100.

• lowering some specific graphics details may reduce player ability to see and
accurately judge situations

– lack of shadows may impair depth perception and causes misjudgments
of the cars’ and ball’s location3

– low resolution may make it difficult to see which direction a car is facing
on the other end of the field

– transparent goalposts make sure that the ball and opponents stay visible
at all times

– the ball trail shows the spin of the ball when the world detail is set to
high

• config options like OneFrameThreadLag=False only provide latency improve-
ments in specific situations and may harm frame rate stability

Some external programs for customizing inputs do add significant latency (Steam
Controller Configuration) while others do not (x360ce, DS4Windows, Durazno).
Users should make informed decisions if this is important to them.

3This is visible in the experiment data.
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Conclusion and future work 7
The experiment has replicated previous findings that show that the player’s per-
formance is affected negatively by additional latency, and that players are able to
notice when this latency is present. The hypothesis that graphics effects significantly
interact with the effects of latency has yielded no evidence. With the similar idea
tested by Mania et al. [49] also not demonstrating any effects, I don’t predict further
research in this direction will be fruitful. Unlike the graphics condition, there were
limitations of the FOV range present in the experiment. Thus further research on
peripheral vision and latency in the domain of virtual reality may lead to different
results. Due to the virtual camera used in Rocket League, movements at the edge of
the screen are also significantly different from any first-person game. This is another
option to explore.

The most significant finding of the experiment is the impact of player skill on the
effects of latency. In terms of performance, shot velocity, which highly depends
on timing, is more sensitive to latency for highly skilled players (d = −.211 vs.
d = . − 071). The perception of latency is drastically different between players
of different skill levels. Players of the 99th percentile notice 23 ms of latency at
the same rate that the average player notices 50 ms. The groups in between show
that the ability to perceive latency increases with every bit of experience. The fact
that the lowest skill group in the experiment still has 550 h of game experience
demonstrates that this difference is not compared to beginners. The result poses a
lot of potential questions for future research. Are people working 8 hours a day in a
text editor also twice as latency sensitive as those doing it for 1 hour. What are the
limits of latency perception in a task with indirect input? The experiment was not
using a direct comparison between two latency options which likely underestimates
the limit.

The non-linear effects of latency with an apparent floor were surprising to me. Due
to the large sample size, I expected there to be a small but statistically significant
reduction of the performance at 8.33 ms. A future study could investigate the
hypothesis, that frequently changing latency causes these numbers. This can be
tested by giving participants more and less time to adjust to each latency condition.
Alternatively, a study only comparing two latency conditions such as done by Spjut
et al. [66] would not be affected by such a problem. A long-term study in which
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players have weeks or longer to retrain their muscle-memory would be useful. That
would also make it possible to test the effects of latency on learning and the ability
to get better at games.

One of the results I did not expect was how much of a difference the individual
shots had. Shot number 5 was 3–5 times less affected by latency based on effect size.
The shot was likely done without a dodge by the majority of players. A dodge is a
highly timing dependent mechanic. This is currently the only reason I can see for the
drastic difference. A study that tests this theory by categorizing different mechanics
and analyzing what specifically is affected by latency would be very useful. The tasks
in this experiment were simply designed to cover a number of different scenarios
rather than test specific aspects.

The ability to run the experiment online allowed for a very large sample size and
a large variety of skill. The downside is the lack of a controlled lab environment,
which can also be an upside, as players are taking the experiment in their most
familiar environment. The estimation of latency is difficult to prove accurate. If the
majority of players had their latency measured, then prediction is no longer required.
Very accurate estimation of the PC part of latency is likely possible if the developers
measure it themselves using timers. The identification of monitors and input devices
was over 100 hours of work, and still required more than half of the participants to
be removed from the dataset with estimated latency.
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Experiment setup Appendix A
A.1 Detailed shot description

The five shots in the experiment are supposed to represent different setup, difficulty,
and execution.

The first shot is the easiest. The ball rolls with moderately slow speed and a light
bounce in front of the goal. The player is facing away from the goal and has to turn
60–120° in order to put the ball on target. Participants of all ranks are able to score
this goal. It requires minimal estimation of the car’s turning behavior, and there is
lots of time for corrections. Precise placement of the shot is easily possible. Shot
power requires a well-timed flip.

The second shot is more difficult in one way: estimation. The ball starts out high
in the corner and falls with sideways speed in front of the net. Hitting the ball at
the moment it bounces in front of the net, is easy as long as the player is capable of
estimating when the bounce will approximately occur. This requirement is tighter
for a precisely placed shot. Higher shot power is easier to achieve on the second
shot, as the player is set up to shoot after the bounce. This is known as a power shot
because it will reliably produce a powerful outcome. It is expected that higher rated
players will get to the ball before it even bounces. This requires a high jump off the
ground.

The third shot requires a lot more control from the player. The player starts close to
the goal, facing away from it. The ball is in front of them, rolling away from the goal
with moderately slow speed. The player needs to accelerate with boost in order to
go all the way around the ball to shoot on target. There are three possible strategies.
The first one requires great timing and involves executing the turn to perfection
to score as early as possible. The second option involves driving deliberately far
beyond the ball, and taking the time to turn. That allows the car to be faster for a
powerful shot. The last option involves two touches. The first touch is deliberately
soft in order to set up for the follow-up shot. I consider the two touch strategy to be
the easiest and most consistent.
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The fourth shot has the ball crossing the field diagonally flying past the goal. This
is called a redirect shot, as the ball will miss the goal without a touch, but all that
is needed is a bounce off the car to redirect the trajectory into the goal. This shot
requires good judgement of the ball’s speed. The high velocity at which the ball is
flying from the start, means small errors result in misses. This makes it the most
difficult shot for lower skilled players. They do not have the option to take the
shot slowly. Due to the starting velocity of the ball, the touches will generally be
faster than on the other shots. However, there is still significant room for different
outcomes. While a poorly touched ball can go 80 km

h , a perfectly struck shot will go
160 km

h .

The fifth shot is intended to be an aerial shot. The ball is deliberately off to the left
side, while the player is central before the goal. The ball gets launched high in the
air. The player is expected to try and fly around the ball in a slightly curving path to
strike it towards the center of the goal. In order to ensure that lower ranked players
can complete the shot, it is possible wait for the ball to drop to the ground. This still
requires driving around the ball, but it is significantly easier than the option in the
air.
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